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1. introduction 
 

1.1 Artificial Intelligence 
 
Artificial intelligence (AI) can be defined as a system that uses technology to eva-
luate service scenarios in real-time while using data gathered from digital and/or 
physical sources to offer alternatives, recommendations, suggestions, and tailored 
solutions to customer requests or problems, even those that are extremely complex 
(Xu et al., 2020).  

AI can also be defined as “the use of computational machines to emulate capabil-
ities intrinsic to humans, such as performing physical or mechanical tasks, thinking, and 
feeling” (Huang & Rust, 2021, p. 31). 

In the 1950s, when the first computers were invented, artificial intelligence (AI) 
emerged almost simultaneously. However, in recent years, AI has accelerated due 
to quick improvements in computer power, a variety of technologies (such as com-
puter vision, machine learning, and natural language processing), and an abundance 
of data that can be used to train algorithms (Bornet et al., 2021). 

To learn from the patterns and properties of the data they study, artificial in-
telligence (AI) systems combine enormous data sets with clever, iterative process-
ing methods. Every time an AI system runs a data processing cycle, it tests, measures, 
and improves its performance. 

The fact that AI never requires a break allows it to complete hundreds, thousands, 
or even millions of tasks very quickly while also picking up new skills very quickly 
in whatever it is trained to accomplish. 

To understand how AI works, it is important to know that artificial intelligence 
is more than just a single computer program or application. Rather, AI refers to a whole 
field of study or research whose objective is to create a computer system that can sim-
ulate human behavior and employ human-like reasoning to solve challenging 
problems.  

Today, AI is applied in an expanding variety of scenarios and technologies out-
side of just computer-related industries. Smartphones, recommendation engines, and 
customer service are a few of these (Makridakis, 2017; Wirtz et al., 2018; Zhang et 
al., 2021). They also play increasingly important roles in professions that were once 
assumed to require a high level of intellectual ability, such as journalism (Carlson, 
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2015), the arts (Quackenbush, 2018), music creation (Marshall, 2018), and mar-
keting (Sterne, 2017).  

According to SAS and Gartner, every industry has a high demand for AI capa-
bilities, including those for systems that may be used for automation, learning, le-
gal aid, risk alerting, and research. To give examples, AI applications can be used in 
the healthcare industry to read X-rays and give customized treatment; in manufac-
turing, AI can use recurring networks to assess factory IoT data from connected equip-
ment to forecast predicted load and demand; in life sciences, the benefits include pro-
tecting the security of medications and accelerating the release of novel treatments; 
in banking, AI approaches can be applied to detect potentially fraudulent transac-
tions, implement quick and precise credit rating, and automate routine data man-
agement chores; in the public sector, AI can improve the efficiency and effectiveness 
of programs, such as supporting national defence with mission readiness and pre-
dictive maintenance. 

 
1.2 AI Recommendation Systems 
 
A recommender system can be described as “any system that produces individual-
ized recommendations as output or has the effect of guiding the user in a personalized 
way to interesting or useful objects in a large space of possible options” (Burke, 2002; 
p. 331).  

In light of what has just been reported, it is, therefore, possible to say that a rec-
ommendation system is customized in the sense that the suggestions are made to 
enhance the user’s experience rather than to represent the consensus of one group 
for everyone and to assist the user in making choices from a range of options. Since 
we expect search engines and other information retrieval tools to provide the same 
set of relevant results for a given query regardless of who is searching, recommender 
systems’ personalization sets them apart from these tools. 

Many recommendation systems keep profiles of user activity (long- or short-term) 
or expressed preferences to tailor recommendations (Schafer et al., 2007), where-
as other systems personalize results through conversational engagement (McGin-
ty & Reilly, 2011).  

To produce a recommendation, AI recommendation systems mainly use content-
based filtering and collaborative filtering (Namjun et al., 2019). 

When a user selects an article, content-based filtering analyzes a set of discrete 
traits to create a filter and suggests additional articles with the same qualities (Paz-
zani, 1999) while collaborative filtering creates a filter by analyzing a user’s past be-
havior, such as clicks, purchases, and evaluations, along with comparable decisions 
made by other users, to construct a list of items in which the user could be interested 
(Schafer et al., 2007). 

Collaborative techniques have the advantage of being completely independent 
from any machine-readable representation of the products to be advised, making them 
appropriate for recommending complex items like music and movies where differ-
ences in taste account for a large portion of the variation in preferences. 
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When a product is relatively new and nobody has tried it yet, collaborative fil-
tering is not of much use, whereas content filtering can be used to decide whether 
it is close enough to what a customer uses to recommend it to that person. Conversely, 
when a new user views a piece of content but does not have a rich enough history, 
through the collaborative approach the recommendation system can extend what 
other users have viewed subsequently until there is enough usage history to start 
including content filtering. Considering the complementarity between these two 
methods, it can be argued that content-based filtering and collaborative filtering 
can operate independently, simultaneously, and in combination (Koren, Bell & Volin-
sky, 2009). 

Although recommender systems are incredibly helpful tools that save users time 
by proposing content they were unaware of, other researchers contend that their use 
can negatively impact users’ perceptions (Namjun et al., 2019). According to Eli Paris-
er (2011), a website algorithm decides what content a user will view depending on 
information that has already been gathered about them, such as their location, past 
actions, and search history. Users are thus isolated in their own ideological bubbles 
and cut off from information that contradicts their beliefs. This concept is similar to 
Echo Chambers, whereby individuals exclusively consume items that support their 
ideology as a psychological defence mechanism to protect their beliefs and value sys-
tems from information that might challenge them (Cass Sunstein, 2001). 

 
1.3 The Anthropomorphization of AI 

 
Anthropomorphism is defined and measured differently in several research areas, 
including marketing, social cognition, marketing, human-computer interaction, and 
human-robot interaction (Moussawi & Koufaris, 2019). 

The first to provide a definition of anthropomorphism was Guthrie Steward (1995), 
an anthropologist who defined it as the tendency to see the human in non-human 
forms and occurrences. 

Epley et al. (2007) state that anthropomorphism occurs when a non-human agent 
or inanimate object is given physical or non-physical traits, emotions, behavior, at-
tributes, and human-like features. 

Anthropomorphism appears to be an innate human tendency, well document-
ed in human history for a long time. Drawings dating back some 30,000 years in fact 
represent animals with human-like forms (Dalton, 2003). 

According to Epley et al. (2007), the urge to make non-human agents’ behavior 
and intents easier to understand and explain is what drives people to anthropo-
morphize them. When logical understanding of the non-human agency is absent, an-
thropomorphism is applied to a non-human agent or entity. In this kind of situation, 
the desire to communicate with and comprehend the non-human being may moti-
vate the use of anthropocentric knowledge.  

In line with the tendency of humans to assign human-like features and feelings to 
lifeless or non-human objects from an early age (Derby, 1970; Lanier Jr. et al., 2013), 
consumer research and product marketing have found that anthropomorphism applied 

avatar marketing
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to product design results in higher levels of sympathy in humans (Aggarwal & McGill, 
2007; Landwehr et al., 2011; Wen Wan et al., 2017). 

For this reason, hardware and software engineers attempt to incorporate hu-
man characteristics and features into technology to help people interact with the 
system and grow familiar with its capabilities (Burgoon et al., 2000; Epley et al., 
2007). 

To give an example, Landwehr et al. (2011) found that by designing the design 
in a way that recalls human features, consumers are more likely to anthropomorphize, 
potentially leading to greater product appreciation. 

Through anthropomorphization, interactions between humans and an inanimate 
object can similarly become human-human interactions, leading to attachment to 
the object and the satisfaction of a person’s requirements for comfort, likeability, iden-
tity, and self-efficacy. (Wan & Chen, 2021). 

Computers are among the inanimate items that are viewed by humans as hav-
ing an anthropomorphic quality, according to Nass et al. (1996), who were among 
the first to make this observation. According to their study on the “computers are so-
cial actors” theory, when people engage with computers that are infused with hu-
man or social cues, they frequently use social heuristics. Social interaction with ma-
chines has revealed an unnatural attribution of human traits to machines, which not 
only results in socially acceptable behavior toward inanimate things, such as politeness 
(Nass et al. 1999) but also in sentimental and favorable reactions towards machines 
(Nass et al. 1996; De Melo et al. 2014). 

As stated by Pfeuffer, Benlian, Gimpel, and Hinz (2019), the anthropomorphic 
design also appears to have positive effects on information technology and information 
systems. 

Historically, artificial intelligence has been viewed as being anthropomorphic. 
In fact, some of its algorithms employ biomimetic designs in an intentional effort to 
achieve a kind of digital isomorphism of the human brain, while others make use of 
more general learning techniques that are consistent with well-liked theories of cog-
nitive science and social epistemology (Watson, 2019). We now speak of machines 
capable of thinking, learning, and inferring. The very term artificial intelligence 
prompts us to draw comparisons between our human ways of reasoning and the be-
havior of algorithms.  

The ability of AI to mimic human cognitive processes and interactions offers an-
thropomorphic clues that drive users to regard them as similar to people and develop 
emotional attachments (Wan & Chen, 2021) and this also leads to a change in our 
perceptions of technology and its use (Kim & Im, 2023). 

Given the ongoing development of AI and its intelligence levels, it is assumed that 
its capabilities, emotional and social skills, and its degree of humanization will in-
crease even more (Hermann, 2022). 

Applications of AI, such as chatbots, service robots, and intelligent personal/dig-
ital assistants (like Siri or Alexa), already have human morphology, names, and char-
acteristics, such as the ability to recognize language and emotions (Huang & Rust, 
2021; Ramadan et al., 2021; Wan & Chen, 2021).  
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The effect that anthropomorphism can have on customers’ propensity to use it 
represents an important area of study in marketing literature.  

Customers trust anthropomorphic AI service agents more than non-anthropo-
morphic ones, according to research by Waytz et al. (2010), and anthropomorphizing 
AI service agents, according to De Visser et al. (2017), improves customer interaction. 

Similar findings were reached by Yuan and Dennis (2019), who looked into how 
specific anthropomorphic traits affect the willingness of clients to pay and came to 
similar results.  

Numerous empirical examples of the beneficial impact of anthropomorphism on 
acceptability or willingness to use have been offered by other marketing research 
(Chandler & Schwarz, 2010; Landwehr et al., 2011). Anthropomorphism has 
gained attention in recent research as a potentially important aspect of conversational 
agents like chatbots (Mehta et al., 2022; Pizzi et al., 2021; Roy & Naidoo, 2021). Ac-
cording to Waytz et al. (2014), this suggests that human-like chatbots are more trust-
worthy than non-humanoid chatbots. Consumers’ awareness of their social presence 
and, as a result, their purchase intention are increased by high levels of anthropo-
morphism (Han, 2021). Similar to this, chatbots that mimic human characteristics 
can boost customers’ confidence in the service provider (De Visser et al., 2016; Seeger 
& Heinzl, 2018), which in turn enhances customers’ readiness to divulge their per-
sonal information (Chang et al., 2017). 

Most of the literature aimed at studying the effect that the anthropomor-
phization of service agents has on customer responses has mentioned human-robot 
interaction (HRI) as an important research area (Fan et al., 2020; Rosenthal-von 
Der Pütten & Krämer, 2014). Human-robot interaction (HRI) studies look at how 
people perceive machines that can interact with people and satisfy their emotional 
and social requirements (Fan et al., 2020). Most of these studies have suggested 
that people evaluate anthropomorphic products or service agents more positive-
ly than non-anthropomorphic ones (Gong, 2008). In the service industry, an-
thropomorphic customer service representatives have been demonstrated to in-
crease customer trust and help them form bonds with the service (Cheng, 2018; 
Qiu et al., 2020). To accomplish their commercial objectives, many organizations 
anthropomorphize their products or service agents to imply particular brand at-
tributes like familiarity, safety, reliability, and friendliness (Ambroise & Valette-
Florence, 2010). The widespread consensus is that when service agents are cre-
ated to be as humanistic as feasible, consumers’ propensity to utilize them increases 
(Yang et al., 2022). 

However, as stated by Zhu and Chang (2020), humans don’t always favor in-
teracting with anthropomorphic agents. Customers’ willingness to employ the AI ser-
vice agents is lowered as a result of the anthropomorphic design’s tendency to in-
spire expectations that the agents cannot meet (Bartneck et al., 2010). 

 

avatar marketing
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1.4 Avatars 
 

Avatars are virtual characters that can be understood as anthropomorphic-looking 
digital beings that can interact and are controlled by a person or software as a re-
sult of advancements in computer technology (Miao et al., 2022). 

Regarding the entity of control over the avatar, either a human operator or an 
automated computer program could be involved (Nowak & Fox, 2018). According 
to some, when control is entrusted to technology one speaks of an agent or bot, while 
when control is entrusted to humans one speaks of an avatar (Nowak & Fox, 2018). 
However, due to financial constraints, in current business practices, artificial intel-
ligence seems to be the primary enabler of digital avatars.  

Miao et al. (2022) created a typology of avatar design to help academics and man-
agers identify the components that make an avatar more or less useful for achiev-
ing particular objectives, such as presenting product information or responding to 
client inquiries about the purchasing process, among others. According to these au-
thors, all design elements influence the form realism and behavioral realism of avatars. 
‘Form realism’ describes how closely an avatar resembles a human being, whereas 
‘behavioral realism’ describes how closely the avatar behaves like a human in the phys-
ical world (Bailenson et al., 2008; Blascovich et al., 2002; Fox et al., 2015). Both form 
and behavioral realism are linked to better avatar usefulness in most circumstances 
(Garau et al., 2003; Yee, Bailenson & Rickertsen, 2007; Kang, Watt & Ala, 2008), de-
spite some researchers contending that behavioral realism is more significant than 
form realism (Blascovich et al., 2002). 

Theoretically, an anthropomorphic look should improve customer outcomes, but 
practical research has revealed conflicting results. For example, in some studies, stat-
ic, cartoony avatars with a very low level of form realism boosted customer satisfaction 
with a merchant, attitudes towards products, and purchase intentions (Etemad-Sa-
jadi, 2016; Holzwarth, Janiszewski & Neumann, 2006). Nevertheless, Qiu and Ben-
basat (2009) discovered that more realistic human-looking avatars raised users’ per-
ceptions of social presence and raised usage intentions. According to Verhagen et al. 
(2014), there are no appreciable differences in service satisfaction between avatars 
with low and high formal realism. 

Miao et al. (2022) attribute these inconsistent effects to the fact that these stud-
ies did not consider the sum of the parts that determine the realism of an avatar’s 
form.  

Similarly, several studies have highlighted the positive effects of behavioral re-
alism, such as an increase in hedonic and utilitarian customer benefits during on-
line purchases and related purchase intentions or a higher degree of trust generat-
ed in customers (Lee & Choi, 2017; Wang et al., 2007) but, nevertheless, there are 
also studies that lead to different conclusions. 

For instance, Bickmore, Pfeifer, and Jack (2009) discovered that a nurse avatar 
that included social content in its scripted conversations produced better patient ex-
periences, but Schuetzler et al. (2018) discovered that a scripted, task-focused in-
terviewer avatar elicits more socially biased responses.  
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According to Miao et al. (2022), the absence of concern for the alignment be-
tween avatar form and behavioral realism is a significant flaw in the existing liter-
ature on avatars. Because form realism only makes sense in the context of behavioral 
realism, form and behavior of avatars should be taken into account concurrently 
(Bailenson et al., 2008). 

The usefulness of avatars can suffer significantly if the levels of form and behav-
ioral realism are out of sync, which may help to explain why earlier results have been 
variable.  

Based on form realism and behavioral realism, Miao et al. (2022) propose that 
avatars may be categorized in a 2 x 2 taxonomy way (Table I), which can be used to 
guide avatar design strategies and forecast whether or not avatars would be successful 
in business operations. 

Table I - Form Realism versus Behavioral Realism (Miao et al., 2022) 
 

avatar marketing
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Using this 2 x 2 taxonomy, the authors identified four distinct types of avatars:  
 

- Simplistic: a simplistic avatar has minimal intellect (e.g., scripted, task-specific 
communication only) and an unrealistic human appearance (e.g., a 2D, visu-
ally static, cartoonish image) which would seem to be most useful for offering 
simple, hassle-free solutions for quickly doing specified duties (like selling high-
quality products and answering inquiries), especially when the risk is low (as 
with affordable online shopping). 

 
- Superficial: a superficial avatar has a realistic anthropomorphic look (e.g., 3D, 

visually dynamic, photorealistic image), but limited behavioral realism, in that 
it can only respond to queries with pre-programmed responses. 

- Intelligent Unrealistic Avatar: an intelligent unrealistic avatar displays a non-re-
alistic (for example, cartoonish) human appearance but possesses human-like 
cognitive and emotional intelligence. They appear to be especially useful for com-
plex relational transactions involving private information (such as finances or 
health), as they can engender a feeling of non-judgment. 

 
- Digital Human Avatar: a digital human avatar is the most sophisticated type of 

avatar, distinguished by an extremely realistic anthropomorphic form and hu-
man-like emotional and cognitive abilities, which seem to work best in situations 
that involve a lot of complexity or risk (like financial investments) or a high de-
gree of personalization. 

 
1.5 relevance 

 
1.5.1 Academic Relevance 
 
Nicolas Pfeuffer et al. (2019) pointed out that anthropomorphic information systems, 
such as conversational agents, offer users a better experience and greater satisfaction 
with services if designed thoughtfully. In this sense, they believe there is a need to 
research the impact of anthropomorphic characteristics of information systems to as-
sess their effects and create fresh design techniques that can be used as rules of thumb. 

Among the anthropomorphic characteristics to which future research should pay 
particular attention is the sexual gender of AI, to investigate how gender biases are 
also effectively applied to artificial intelligence systems (Alabed, Javornik & Gregory-
Smith, 2022; Diederich et al., 2022; West et al., 2019). 

This phenomenon of study is especially relevant considering the current preva-
lence of AI agents with female characteristics (e.g., voice, name), which has also been 
alarmingly highlighted by UNESCO, for whom this prevalence risks reinforcing gen-
der stereotypes (West et al., 2019). 

In order to provide valuable insights for future research, Amani Alabed, Ana 
Javornik, and Diana Gregory-Smith (2022) compiled a preliminary research agen-
da for five different research directions and, in line with previous reports, they 
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argued that future research should find answers to questions concerning the an-
thropomorphization of AI, such as: “How might the gender aspects affect consumers’ 
interactions with and perceptions of AI?” (Alabed, Javornik & Gregory-Smith, 2022, 
p. 15). 

A recent study that investigated this phenomenon is attributed to Jungyong Ahn, 
Jungwon Kim, and Yongjun Sung (2022), who investigated the effects of gender stereo-
types on the evaluation of AI recommendations for hedonic and utilitarian products. 
The authors found that the sexual gender of AI agents influences users’ perceived 
levels of competence and warmth. Specifically, while warmth is valued more high-
ly in the female AI agent condition than the male AI agent condition, male AI agents 
receive better competency scores than female AI agents. In addition to detecting this 
effect of AI gender on perceived levels of competence and warmth, this study found 
a significant interaction effect between the gender of AI and product type (utilitar-
ian vs. hedonic), whereby consumers have a more positive attitude in conditions where 
the male AI recommends a utilitarian product, and the female AI recommends a he-
donic product. Depending on the perceived personality (competent vs. warm), the 
effectiveness of recommendations made by AI agents changes: for utilitarian prod-
ucts participants trust the recommendations of male AI agents more than those of 
female AI agents and vice versa. 

The results of this study offer some crucial managerial recommendations for busi-
nesses that are thinking about adopting AI agents but, as the authors also state, fur-
ther research is needed to generalize these results, considering not only products but 
also places (Park, 2004) and services (Pizzi et al., 2021), which also fall under the 
categories of hedonistic and utilitarian sorts. 

In fact, this thesis project aims to respond to the highlighted need to extend the 
study of gender prejudices’ effects on AI recommendations to other contexts and sub-
jects, and in fact, this study will consider not products, but rather hedonic and util-
itarian services. 

In addition, unlike the aforementioned study that investigated gender stereotypes’ 
impact on poorly anthropomorphized chatbots, this research will consider a more 
advanced and highly anthropomorphized type of artificial intelligence, namely the 
Digital Human Avatar. This kind of artificial intelligence is characterized by a high 
degree of realism in form and behavior, which makes it ideal in contexts where cus-
tomers require a personalized recommendation (Miao et al., 2022). 

 
1.5.2 Managerial Relevance 

 
Artificial intelligence is an important source of business value if well utilized, as au-
tomation offers the chance to cut expenses while giving corporate operations new 
levels of consistency, speed, and scalability.  

As Accenture (2023) claims, thanks to the implementation of artificial intelligence, 
some of their clients are experiencing time savings of 70 percent and are recording 
three times the return on investment in this technology than those still stuck in the 
pilot phase. 

avatar marketing
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Artificial intelligence, however, is not just about productivity and automating rou-
tine tasks; with the help of machine learning and deep learning, AI applications can 
also learn from data and outcomes in close to real-time, analyzing fresh information 
from numerous sources and adapting accordingly, with a level of accuracy that is ex-
tremely valuable to businesses (e.g., product recommendations). In this way, AI al-
lows companies to adapt quickly, with a steady supply of insights to drive innova-
tion and competitive advantage in a world that is constantly changing. 

From this perspective, AI has the potential to be a major facilitator for a company’s 
strategic priorities and even the pivot around which the very survival of the business 
revolves, so much so that “three out of four top managers believe that by not scaling 
AI in the next five years, they will put their business at risk” (Accenture, 2023).  

According to a McKinsey study on the state of Artificial Intelligence, from 2017 
to 2022 AI adoption has more than doubled, as has investment in it. This growing 
investment in artificial intelligence by enterprises is consistent with the growing trend 
in the value of this booming market.  

In line with the above-mentioned study, Next Move Strategy Consulting states 
that the artificial intelligence (AI) market was valued at $95.60 billion in 2021 and 
is expected to reach $1,874.58 billion by 2030, registering a CAGR of 32.9 percent 
from 2022 to 2030. 

The Marketing Science Institute (2020) has placed artificial intelligence as a pri-
ority in research for 2020-2022 because it is seen as an important technology that 
can significantly impact marketing management capabilities, strategies, function op-
timization, and accountability. In line with what has just been reported, a study con-
ducted by McKinsey & Co. on more than 400 AI use cases in 19 industries and 9 busi-
ness functions, showed that marketing and sales domains hold the greatest poten-
tial value for artificial intelligence (Chui et al., 2018). According to Columbus (2019), 
marketers intend to leverage AI in areas including segmentation and analytics (in 
relation to marketing strategy) as well as messaging, personalization, and predic-
tive behaviors (in relation to consumer behaviors). 

Despite the great potential of AI, consumers still have reservations about it, which 
is a potential barrier to its adoption (DataRobot, 2022) and, in line with what has 
just been said, according to research (Castelo et al., 2018; Gray, 2017), customers 
are less likely to employ AI for jobs involving subjectivity, intuition, and affect because 
they believe it lacks affectivity or empathy (Luo et al., 2019) needed to perform such 
tasks and relatively less able to identify the particularities of each customer (Lon-
goni et al., 2019).  

A method that is used to stimulate customer empathy toward AI is anthropo-
morphization, and a confirmation of this is the increasing use of avatars in con-
temporary marketing strategies. The use of avatars is anticipated to rise by 187 per-
cent for consumer products and 241 percent for the travel and hospitality sectors, 
as businesses spend extensively on them to better interact with and serve their cus-
tomers (Sweezey, 2019). According to Torresin (2019), 87 percent of banking or-
ganizations either already employ avatars or have plans to do so within the next two 
years. In the case of digital human avatars, which this study focuses on, the estimated 
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value of the global market in 2020 was $10.03 billion and this value is expected to 
reach $527.58 billion in 2030 (Emergen Research, 2023).                                           

Digital human avatars have become especially popular since the introduction of 
the Metaverse, or the new 3D digital environment that allows users to enjoy authentic 
online personal and professional experiences through the use of virtual reality, aug-
mented reality, and other cutting-edge Internet and semiconductor technologies (McK-
insey, 2022). The interest in the metaverse is not only from consumers and, as a mat-
ter of fact, private capital is betting heavily on it: more than $120 billion flowed from 
the metaverse in 2022, and McKinsey (2022) estimates that by 2030, the metaverse 
might provide up to $5 trillion in value. By 2026, 25 percent of individuals will spend 
at least one hour per day engaging in activities such as work, study, socializing, en-
tertainment, and/or shopping in the metaverse, predicts Gartner, Inc. (2022).  

This virtual world is set to impact every business that interacts with consumers 
daily, and for that reason, forecasts estimate that 30 percent of organizations world-
wide will have metaverse-ready products and services by 2026 (Gartner, 2022). 

 
2. theoretical framework 

 
A theoretical summary of the current work will be given in this chapter. The primary 
study variables—Service Type, Expertise, Disclosure Willingness, and Avatar Gen-
der—as well as their interactions, will be covered to establish the research hypotheses 
that will be investigated later in the thesis. 
 
2.1 Service Type 

 
Identifying an industry-wide definition of service is very difficult as services can be 
very different (Balin & Giard, 2006). 

However, one of the most widely used definitions of services was developed by 
Kotler in 1987 and taken up in the various editions of his famous book “Marketing 
Management: Analysis, Planning, and Control”. 

Quoting Kotler’s words in the fourteenth edition of the book ‘Marketing Man-
agement’ (2012), “A service is any act or performance that one party can offer to an-
other, which is essentially intangible and does not result in the ownership of anything” 
(p. 356). 

In light of the substantial diversity that exists within the service domain, Voss 
et al. (2016) make an argument for the significance of identifying the primary con-
text within which firms operate and engage with their customers. Very useful in this 
regard is Higgins’ (1998) Normative Orientation Theory, which is traditionally in-
voked to describe and distinguish between hedonic and utilitarian products.  

Despite the fact that consumption entails both hedonistic and practical concerns, 
consumers generally tend to regard what they consume as predominantly hedonic 
or utilitarian (Khan, Dhar & Wertenbroch, 2005). Hedonic consumption is pre-
dominantly affective, based on sensory enjoyment, and it is measured by how sat-
isfying a product is on an individual basis. Contrarily, utilitarian consumption is more 

avatar marketing
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cognitive, centered on functional objectives, and measured by how much a product 
serves as a tool to achieve a goal (Crowley, Spangenberg & Hughes, 1992; Holbrook, 
1994; Botti & McGill, 2011). 

While utilitarian consumption concentrates on functional outcomes, hedonic con-
sumption highlights the sensorial, magical, and emotional aspects of the consumer 
experience. 

According to Andréu, Casado-Daz, and Mattila (2015), hedonic services give cus-
tomers hedonic values like thrill and enjoyment, whereas utilitarian services offer 
customers functional utilities or offer solutions to real-world issues. 

When evaluating utilitarian services, customers are more practical and interested 
in problem-solving whereas, in hedonic services, customers are more interested in 
the service delivery, pleasure, and multi-sensual enjoyment evoked, captured with 
their experiential and affective benefits. In other words, in receiving a utilitarian ser-
vice, customers are more interested in outcomes than in processes whereas, in the 
case of hedonic services, customers are simultaneously interested in consumption 
processes and outcomes (Lien & Kao, 2008). 

Regarding the differences that exist between hedonic and utilitarian services, some 
studies have investigated the influence that the type of service has on the effective-
ness of the different marketing appeals used to promote them. As an example, re-
search conducted by Zhang et al. (2014) showed that purchase preferences for an 
experienced service (hedonic service) increase when an ad contains emotional el-
ements, whereas purchase preferences for a belief service (utilitarian service) increase 
when an ad contains a rational appeal. 

Another study related to the same area of research was conducted by Stafford, 
Stafford M. R., and Day (2002) on how the effectiveness of the type of spokesper-
son (service employee, celebrity, customer, and spokesperson character) used in mar-
keting communications varies according to the type of service (utilitarian and he-
donic) being promoted. 

According to this study, a fictional character works well with hedonic services 
but not with utilitarian ones. A well-performing spokesperson for both categories 
of service is a celebrity, but the effects vary depending on the type of service. Specifi-
cally, scholars claim that the effectiveness of a celebrity testimonial in relation to a 
utilitarian or hedonic service varies according to the consumers’ hedonic or utilitarian 
perceptions of the source of the promotional message, for which “a celebrity such as 
Harrison Ford is likely linked to hedonic activities such as moviegoing, whereas a celebri-
ty such as Bob Vila might be linked to more utilitarian activities such as fixing houses” 
(p.31). 

 
2.2 Disclosure Willingness  

 
Self-disclosure (Collins & Miller, 1994) has been defined as “any information about 
oneself that a person verbally communicates to another person” (Cozby, 1973; Whee-
less, 1976) and it is a topic that has been extensively explored given the growing 
number of businesses, both online and off, that are attempting to gather personal 



15

information from their customers or visitors in order to use it for various analyti-
cal and/or communication objectives (Schofield & Joinson, 2008).  

To date, research has examined associations between disclosure and individu-
al user characteristics (e.g., Bansal & Gefen., 2010; Mohamed & Ahmad, 2012), trust 
in the technology provider (e.g., Joinson et al., 2010; Pal et al., 2020), as well as ob-
jective system traits (e.g., Easwara Moorthy & Vu, 2015) such as anthropomorphic 
design features (e.g., Lucas et al., 2014; Ha et al., 2021) and competence (Giesel-
mann & Sassenberg, 2022). 

The motivations behind the behavior of disclosing personal information have been 
investigated from different theoretical perspectives. According to Social Exchange 
Theory (Thibaut & Kelley, 1959; Homans, 1961; Emerson, 1976), people consider 
the interpersonal costs and rewards of a social action before deciding whether or not 
to engage in it. Picking up on this concept, Laufer and Wolfe (1977) argue that en-
hancing the benefits associated with sharing personal information through the pro-
vision of benefits would provide financial relief from the act’s expenses, which would 
result in consumers giving up more privacy. In line with this perspective, Resource 
Exchange Theory argues that, during marketing transactions, people trade their per-
sonal data for other resources and advantages (Foa, 1971; Hirschman, 1980; Brin-
berg & Wood, 1983). Research that has identified the various motivational forces 
influencing consumer behavior includes economic analyses, which often assume that 
consumer choices are based on utilitarian criteria, such as financial gain or time sav-
ings. However, decisions are often dictated by needs that are not utilitarian, not such 
as self-fulfillment or social recognition (Howard & Sheth, 1969; Maslow, 1970; Han-
na, 1980). The marketing literature suggests a synthesis of these many viewpoints 
by arguing that consumer behavior is driven by value, which is established by both 
utility and psychological need components (Babin et al., 1994; Dhar & Wertenbroch, 
2000). 

The Privacy Calculus Theory (Culnan & Armstrong, 1999), which examines the 
factors that encourage or dissuade customers to share information online, has typ-
ically served as the foundation for current research in this area. This idea holds that 
while selecting whether to release personal information, people must weigh the ex-
pected advantages against the risks of privacy loss (Robinson, 2017; Smith et al., 
2011). 

In exchange for a chunk of their privacy, people expect to get customized offers 
from released data (Montecchi & Plangger, 2020), in line with the previously men-
tioned Social Exchange Theory (Emerson, 1976; Homans, 1961; Thibaut & Kelley, 
1959).  

Regarding an individual’s perspective of what happens after the information is 
submitted (Dinev & Hart, 2006), privacy concerns are a prominent dispositional be-
lief (Bansal et al., 2016). This concept refers to the “degree to which an individual be-
lieves that a high potential for loss is associated with the release of personal informa-
tion to a company” (Xu et al., 2011, p. 13). Privacy concerns in online settings are a 
reflection of how much people fear losing anything by sharing personal information 
(Dinev & Hart, 2006). 
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A study conducted by Fernandes and Pereira (2021) on the motivations behind 
the disclosure of personal data online in transactional contexts (i.e., associated with 
commercial contexts including online banking, e-commerce, online travel websites, 
streaming services, and e-health services branded mobile apps) investigated the in-
fluence of habits, utilitarian benefits, hedonic benefits, and privacy concerns on this 
behavior. 

The examination of the data revealed that habits, utilitarian benefits, concerns 
about privacy, and finally hedonic rewards were the most important determinants 
of data disclosure. 

Thus, this study showed that although prior investigation has identified utilitarian 
benefits (e.g., utility and convenience) as the primary factor that consistently affects 
both the beginning and maintenance of a particular behavior (Limayem et al., 2007), 
self-disclosure appears to be mostly unconscious (Plangger & Montecchi, 2020) or 
automatic (Bol et al., 2018).  

This is consistent with the Theory of Planned Behavior (Ajzen, 1985), accord-
ing to which habitual attitudes and intentions are formed through repeated conduct 
and once activated, automatically direct behavior without the need for conscious men-
tal effort (Verplanken & Wood, 2006). Prior habits are especially important in en-
vironments that are diverse and dynamic, such as the digital landscape, and people 
frequently use heuristics to speed up decision-making when they feel cognitively over-
loaded or are constrained by information asymmetries (Plangger & Montecchi, 2020; 
Kokolakis, 2017). Therefore, from a behavioral standpoint, consumers exploit cog-
nitive biases to make up for their poor rationality when making judgments about data 
sharing (Acquisti & Grossklags, 2005, 2007; Gerber et al., 2018; Wakefield, 2013). 
Although this research highlighted the dominant role of irrationality in the decision-
making process behind the willingness to disclose one’s information online, it must 
be acknowledged that utilitarian benefits were found to be the second most significant 
factor in predicting disclosure, outweighing even privacy concerns. This result is in 
line with previous studies showing that if a consumer feels that providing personal 
information would be valuable and convenient, they are more likely to do so. (Krafft 
et al., 2017). 

Considering the greater importance that utilitarian benefits show on the disclosure 
of personal information than hedonic benefits (Culman & Amstrong, 1999; Kraft et 
al., 2017; Robinson, 2017; Smith et al., 2011), it can be argued that customers will 
be more willing to provide their personal data for utilitarian rather than hedonic ser-
vice recommendations. 

Hence, the following hypothesis has been formulated: 
 

H1: The Utilitarian service type has a more positive impact on the disclosure will-
ingness compared to the hedonic one. 
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2.3 The Mediating Role of Expertise  
 

Hovland et al. (1953) identified “expertise” as “the extent to which a communicator 
is perceived to be a source of valid assertions” (p. 21). 

Expertise, also known as “authoritativeness” (McCroskey, 1966), “competence” 
(Whitehead, 1968), “qualification” (Berlo, Lemert & Mertz, 1969), or ”expertness” 
(Applbaum & Anatol, 1972), is the second aspect of source credibility (together with 
attractiveness). In accordance with the Traditional Source Credibility Model (Hov-
land, Janis, & Kelley, 1953; Hovland & Weiss, 1951; Johansson & Sparredal, 2002; 
Ohanian, 1990) and the Source Attractiveness Model (Johansson & Sparredal, 2002; 
McGuire, 1968, 1985), qualities like expertise, trustworthiness, and attractiveness 
have been measured as positive features that significantly provoke receivers’ posi-
tive attitude and even purchasing (Applbaum & Anatol, 1972; Hovland et al., 1953). 

According to previous research on source expertise in persuasion (Horai, Nac-
cari & Fatoullah, 1974; Maddux & Rogers, 1980; Mills & Harvey, 1972; Ross, 1973), 
the source’s perceived expertise has a favorable effect on attitude change. In line with 
the latter statement, a higher subjective perception of competence seems to be as-
sociated with an increased trust in and positive attitude toward AI (Pitardi & Mar-
riott, 2021).  

Competence (ability and security), together with warmth (trustworthiness and 
friendliness), appears to be one of the primary dimensions of social perception according 
to the Stereotype Content Model (SCM) produced via studies on social cognition. 

These two dimensions appear to be fundamental to the formation of the impression 
underlying human perception of other humans (Russell & Fiske, 2008) and non-hu-
man agents that seem to have an intention such as animals (Sevillano & Fiske, 2016), 
robots (Carpinella et al., 2017), and consumer brands (Kervyn, Fiske, & Malone, 2012). 
Regarding the final category, Khadpe et al. (2020) showed the applicability of these 
two dimensions for chatbots, suggesting that AI systems may place a premium on 
feelings of warmth and expertise. 

Although variables such as warmth and competence appear to be very impor-
tant for AI adoption, it is important to keep in mind the possible interference of in-
dividual consumer characteristics.  

Individuals with anxious attachment desire intimacy in a social interaction, but 
at the same time are concerned about obtaining unreliable social feedback (Mikulin-
cer et al., 2003; Gillath et al., 2005). 

This means that, in contrast to people, objects (such as robots) are viewed as be-
ing incredibly trustworthy, especially when it comes to social feedback (Keefer et al., 
2012). According to earlier research (Paiva et al., 2017; Wirtz et al., 2018), people 
perceive robots as being less socially expressive, less empathetic, and less capable 
of understanding human feelings. However, they are also thought to be less able to 
display social cues that could be interpreted as possible signs of depreciation. Such 
an aspect of the human-robot relationship may be attractive to people confronted 
with the possibility of receiving unreliable social feedback from others (Joireman 
et al., 2002). 
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In accordance with the foregoing, an interesting investigation by De Angelis et 
al. (2021) discovered that people who scored poorly (vs. well) on tests of anxious 
attachment style (AAS) had a more negative reaction to frontline support robots than 
people who scored highly (vs. a human frontline agent). 

Similarly, Yuan, Zhang and Wang (2022) found that when users are socially anx-
ious, the benefits of AI assistants (e.g., compatibility, responsiveness and anthro-
pomorphism) lead to an increased perception of utilitarian/hedonic values and this 
positively impacts their experience and loyalty. 

AI adoption also appears to be influenced by the perceived risk of the consequences 
that the tasks performed have on consumers’ lives. Using AI for tasks with greater 
consequences is perceived as a higher risk (Bettman 1973), which in turn reduces 
adoption intentions (Castelo & Ward, 2016; Castelo et al., 2018). 

Castelo and Ward (2016) contend that women are less likely to adopt AI than 
men are, particularly when the results are important since they perceive danger dif-
ferently from males (Gustafsod, 1998) and take less risk (Byrnes et al., 1999). 

The relevance of a task to a customer’s identity would appear to be another aspect, 
in addition to demographics, that would seem to determine the amount of AI adoption. 

Customers may be less inclined to adopt AI when a task is significant to their sense 
of self (Castelo, 2019), as they tend to want to claim ownership of the outcomes of 
their consumption when a task is important (Leung et al., 2018). 

The use of AI for these consumption activities might be understood by customers 
as cheating, and this hampers credit allocation after consumption (Davenport et al., 
2020). 

Most recently, the adoption of artificial intelligence for product and service rec-
ommendations has steadily increased but the acceptance of recommendations by cus-
tomers depends on several variables, including the accuracy of AI-generated infor-
mation (Kim, Giroux & Lee, 2021) and the type of product/service recommended.  

Task characteristics particularly influence the adoption of AI. Specifically, con-
sumers are likely to feel less comfortable with AI when a task appears subjective and 
involves affect or intuition (Castelo, 2019). 

Research confirms that consumers’ lower propensity to use AI for subjective, in-
tuitive, and affective tasks stems from the fact that AI is perceived as lacking the em-
pathy or affective skills needed to perform such tasks (Castelo et al., 2018). 

As pointed out by Longoni and Cian (2022), people believe that artificial intel-
ligence advisors are more (less) competent in assessing the utilitarian (hedonic) val-
ue of attributes and generating utilitarian-oriented (hedonic) recommendations than 
human advisors. This is because humans and AI are seen to have varying degrees of 
skill in terms of analyzing information. Humans are thought to possess emotions and 
experiential skills, whilst AI, robots, and computers are thought to possess reason 
and logic. Thus, the preference of human (AI) over AI (human) recommendations 
in the case of hedonic (utilitarian) consumption depends on the fact that hedonic 
value assessment is based on experiential, emotional, and sensory criteria where-
as utilitarian value assessment is based on factual, rational and logical evaluation 
criteria (Longoni & Cian, 2022). 
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The connection between perceived AI competence and utilitarian contexts is fur-
ther supported by a study by Belanche, Casaló, Schepers, and Flavián (2021), who 
discovered that perceived robot competence primarily affects consumers’ utilitari-
an expectations (i.e., functional and monetary value), whereas perceived warmth 
only affects their relational expectations (i.e., emotional value), particularly for those 
with a need for social interaction. 

In line with what has just been reported, according to research done by Liu, Yi, 
and Wan (2022) on the impact of robot appearance and type of service on customers’ 
and tourists’ intentions to use robots in the hospitality industry, consumers are more 
willing to use a service robot viewed as warm in hedonic service contexts than they 
are to use one perceived as competent in utilitarian service contexts. 

Drawing upon past research, it can therefore be said that consumers prefer to 
base their purchasing behavior on AI recommendations over human recommenda-
tions when consumption is predominantly utilitarian, whereas when consumption 
is predominantly hedonic, human recommendations are preferred over AI recom-
mendations.  

Formally: 
 

H2: The perceived Avatar expertise mediates the relationship between the service 
type and the disclosure willingness. The Utilitarian service type (vs Hedonic ser-
vice type) increases the perceived Avatar expertise by users. 

 
The relevance of expertise for the adoption of AI can also be linked to the willingness 
of users to share their data, which is the basis for the efficient and personalized per-
formance that artificial intelligence can offer us. This connection between expertise, 
also called competence (Whitehead, 1968), and the willingness to provide personal 
data was investigated by a study conducted in 2022 by Miriam Gieselmann and Kai 
Sassenberg. Through a distinction between intellectual competencies (e.g. anticipat-
ing and making plans, coming up with creative solutions, and handling difficult or in-
sufficient information) and meta-cognitive heuristics (e.g. learning, developing, and 
adapting universal strategies based on previous events and interactions), these two au-
thors found that users are open to sharing personal information in exchange for the 
intellectual capabilities of AI, and meta-cognitive heuristics only minimally enhance 
privacy issues while remaining unaffected by user openness to sharing information. 

Another recent study on the connection between perceived competence and con-
sumers’ propensity to trust AI was conducted by Pizzi et al. (2023), who discovered 
that when a chatbot is perceived as competent, people are less skeptical about the 
technology—but only when they think they are capable of accurately discerning oth-
ers’ ultimate intentions. 

Considering what was said above, the following hypothesis has been stated: 
 

H3: The perceived Avatar expertise mediates the relationship between the service 
type and the disclosure willingness. A higher perceived Avatar expertise leads to 
a higher disclosure willingness. 
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2.4 The Moderating Role of Avatar Gender 
 

Customers typically trust humans and avoid autonomous technology, according to 
Baccarella et al. (2021), since artificially intelligent systems are thought to be less 
capable of giving trustworthy, competent, and relevant information. 

Customers in particular view automated systems as being less adaptable and flex-
ible, particularly in conditions defined by significant uncertainty (Leo & Huh, 2020) 
or circumstances that call for an explanation, such as when a poor service outcome 
occurs (Huang & Qian, 2021). 

In accordance with the foregoing, a study by De Angelis, Donato, Pozharliev, and 
Rossi (2022) discovered that in the event of a poor service outcome, customers are 
happier with the service provided by autonomous vehicles (AV) than by human agents 
because humans are viewed as more competent and, consequently, more responsi-
ble for service failure. 

To reduce consumer resistance, artificial intelligence (AI) agents with anthropo-
morphic designs are becoming more and more common, with significant advances oc-
curring particularly in the hospitality sector (Fan et al., 2020; Lu et al., 2019; Yu, 2020).  

In fact, one of the main objectives of anthropomorphic design is to influence in 
a positive way the affections of human beings, which has been observed to be an im-
portant factor in human-robot interaction (HRI) and marketing (Eyssel et al., 2010; 
Qiu et al., 2020). 

According to De Visser et al. (2017), designers think that highly anthropomor-
phic AI service agents can increase the willingness of users to employ them, hence 
boosting commercial success. 

Qiu and Benbasat (2009) found that an anthropomorphic design, particularly 
anthropomorphized voices, and the embodiment of the product recommendation 
agent (PRA) positively influence social presence, which in turn increases the trust 
and credibility of the technology agent’s suggestions. 

Systems or robots that are embedded with anthropomorphic cues can have a va-
riety of positive effects, including increased sympathy brought on by a social or emo-
tional connection (Eyssel et al. 2010), better purchasing decisions brought on by more 
natural interaction (Qiu & Benbasat, 2009), or even improved sociability in children 
with autism spectrum disorders (Bernardini et al., 2014). 

According to Aggarwal and McGill (2007), consumers will value and accept a 
product more the more it resembles a human being. AI service agents’ anthropo-
morphic designs reflect the psychological propensity to give non-human objects hu-
man traits (Heider & Simmel, 1944). Accordingly, most AI service agents are created 
with human qualities, encompassing both psychological (language style, emotions, 
etc.) and non-psychological (appearance, gestures, etc.) characteristics. 

Anthropomorphic characteristics, such as physical appearance (Eyssel & Hegel, 
2012) and voice (Powers et al., 2005; Siegel et al., 2009), can also influence how the 
biological gender of an Information System (IS) is perceived, which in turn triggers 
behaviors, cultural norms, and psychological characteristics that are typically as-
sociated with men or women (Pfeuffer et al., 2019). 



21

Sexual gender is a component of who we are that controls the kind of social be-
havior or acts we engage in “by managing situated conduct in light of normative con-
ceptions of attitudes and activities appropriate to one’s gender category” (West & Zim-
merman, 1987, p. 127). 

Gender, according to De Beauvoir (1973), is something we internalize over time 
through performative behaviors rather than something we are born with. 

In this way, Judith Butler contends that gender has a performative quality since 
gender identity is the result of repeated, stylized actions that over time reveal a “cul-
tural interpretation or signification of that [biological] factuality” (Butler, 1990, p. 
522). 

Due to this “need to routinize (...) behavior following pre-established conceptual-
izations and behavioral patterns” (Deaux & Major, 1987, p. 370), specific traits and 
behaviors are classified as feminine or masculine and are taken to indicate a person’s 
preferences and actions (Costa, 2018). 

According to Prentice and Carranza’s argument, “prescriptive gender stereotypes” 
specify “the qualities [attributed] to women and men (...) that are required of women 
and men” (2002, p. 269). 

In light of what has just been reported, it is possible to argue that gender stereo-
types are both descriptive, in the sense that formed around a quality that a woman 
or man possesses, and also prescriptive, i.e., they depict what society believes a per-
son should be based on their gender (Brahnam & De Angeli, 2012). 

To put it another way, gender stereotypes affect how people view and interpret 
information about themselves, but they also affect how others perceive them (Elle-
mers, 2012). 

Social Role Theory provides an explanation for stereotypes, which suggests that 
individuals, once they have formed strong beliefs about gender, associate these be-
liefs with specific social roles for men or women, i.e., behavioral expectations 
(Hentschel et al., 2019; Guo et al., 2020). Accordingly, gender stereotypes are irrational 
beliefs about a person’s gender that suggest that women and men behave differently 
based on their gender (Brahnam & De Angeli, 2012). These stereotypes lead to in-
accurate assessments that could have an impact on decisions or performance ex-
pectations (Hentschel et al., 2018; Hentschel et al., 2019). 

Previous research on social categorization has demonstrated that people frequently 
categorize and generate impressions about others based on cues like a person’s gen-
der, age, or ethnicity (e.g., Bargh, 1999; Devine, 1989; Tajfel, Billig, Bundy & Fla-
ment, 1971). 

Social categorization has several important repercussions (Bodenhausen, Kang, 
& Peery, 2012), including the activation of stereotypes and other group-related ideas 
and associations in memory that affect subsequent judgments. A person who is clas-
sified as female, for instance, will be viewed in a way that is compatible with gen-
der stereotypes associated with women (e.g., friendly, kind). 

In addition to beliefs and associations, social categorization also activates the eval-
uations connected to the category, i.e., attitudes (Stroessner & Benitez, 2019).  
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The cognitive processes of social categorization and the resulting social evalu-
ations that underlie people’s perceptions also appear to have a major role in the per-
ception of robots and other non-human entities (Epley, Waytz, & Cacioppo, 2007).  

Several studies have tried to confirm the assumption that the stereotypes un-
derlying human perception are also projected onto non-human agents. According 
to a study by Nass, Moon, and Green from 1997, the gender stereotypes that peo-
ple hold about men and women can be triggered by the voice that a computer re-
produces. Male voices make a computer sound more convincing than when the same 
praise is delivered by a female voice. 

Similarly, a study by Ernst and Herm-Stapelberg (2020) found that people per-
ceive virtual assistants (e.g., Siri) with a male voice as more competent than those 
with a female voice.  

Eyssel and Hegel (2012) showed in their study that the sexual gender of robots, 
made explicit by aesthetic clues such as haircuts, activates gender stereotypes that 
influence the type of tasks (male vs. female) perceived as more suitable for robots 
(male vs. female). 

Powers and colleagues (Powers & Kiesler, 2006; Powers et al., 2005) showed that 
a robot’s behavior, appearance, or tone of voice constitute important hints for sub-
sequent robot judgments, suggesting that individuals “do not approach the robot tab-
ula rasa, but rather develop a predefined model of robot knowledge” (Powers et al., 2005, 
p. 159).  

Shifting the focus from robots to chatbots, Fox and Nowak (2018) argue that when 
anthropomorphic chatbots (e.g., avatars) present a certain sexual gender, gender 
stereotypes are activated that lead people to expect them to have gendered knowl-
edge, influenced by the general stereotyping of men and women.  

The Computers Are Social Actors (CASA) framework, which contends that peo-
ple respond to media agents without thinking and interact with them using the same 
script for interactions between human beings, can help to explain this attribution of 
(gender) knowledge and stereotypes to chatbots (Nass & Moon, 2000). People tend 
to expect women’s qualities to be related to commonality; they should be helpful, 
warm, and caring, while men’s stereotypical dominance refers to their competence, 
agency, and authority (Ellemers, 2018). Theoretically, these stereotyped respons-
es and expectations may be applied to chatbots as social agents, as proposed by Bas-
tiansen, Kroon, and Araujo (2022). 

Similar to human-human scripts, these human-machine scripts can be used sub-
consciously (Gambino et al., 2020). 

According to several studies, stereotyping is more likely to happen when tech-
nology is applied in areas that are specific to either gender rather than in areas that 
are gender-neutral. As a result, when a woman is represented by technology, peo-
ple judge her to be more competent in fields that are more common for women than 
in technical or other fields that are seen to be more male-centric, and the opposite 
is also true. Therefore, when a task is performed by technology that is gender-neu-
tral, gender stereotyping is less likely to happen. This finding suggests that people 
do not intentionally discriminate against technology, but rather unconsciously use 
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stereotypes in the virtual world (McDonnell & Baxter, 2019; Dufour, Ehrwein & Ni-
han, 2016). 

In this regard, UNESCO has recently drawn attention to the prevalence of female-
sexualized digital assistants, particularly in the case of conversational voice assis-
tants (CVAs), which are mainly comprised of young, submissive women. Examples 
of such CVAs include Amazon’s Alexa, Microsoft’s Cortana, Apple’s Siri, and 
Google’s Assistant. UNESCO claims that these design decisions can serve to promote 
gender stereotypes (West et al., 2019). 

Companies and developers justify the design decisions by referencing market re-
search that demonstrates how male and female voices are seen differently in terms 
of trustworthiness and collaboration (Schwär & Moynihan, 2020; Schild et al., 2020). 
Because of this, women are frequently given the job of personal assistants, while busi-
nesses typically select male voices for conversational voice assistants (CVA) in situ-
ations when the CVA needs to be authoritative. 

The knowledge we have regarding the implications of the sexual gender attributed 
to artificial intelligence is still insufficient and several scholars argue that it is a phe-
nomenon that needs to be studied in greater depth, especially in light of its increasing 
adoption. 

Nicolas Pfeuffer et al. (2019) argue that future research should pay particular 
attention to the effects that anthropomorphic features of AI have on the trust and 
acceptance of information system users. Similarly, Amani Alabed, Ana Javornik, and 
Diana Gregory-Smith (2022) argue the importance of studying the effect that gen-
der bias has on AI perception and adoption. 

One study that set out to investigate the influence of gender on perceptions of 
AI was published by Jungyong Ahn, Jungwon Kim, and Yongjun Sung in March 2022. 
This work studied the effect of AI gender (independent variable) on the perceived 
warmth and competence of the AI, which is hypothesized to have an influence (through 
mediation) on the persuasive effect of AI recommendations. According to the con-
ceptual model devised by these scholars, the type of product (utilitarian vs. hedo-
nic) moderates the relationship between perceived AI competence/warmth and the 
persuasive effect of AI recommendations.  

The limitations of this study include the fact that it only considered the world 
of products and not the world of services, on which this study will focus instead.  

Moreover, the previously mentioned study focused specifically on chatbots, where-
as this research instead has as its object of study a type of highly anthropomorphized 
artificial intelligence, the Digital Human Avatar, which, compared to other types, is 
characterized by a high degree of realism in form and behavior, making this type of 
avatar ideal when customers require a highly personalized service (Miao et al., 2022). 

Therefore, the present research aims to investigate the influence that the sexu-
al gender of artificial intelligence has on the expertise perceived by users in relation 
to the type of service (hedonic vs. utilitarian) that is recommended. In light of what 
has been reported, it is expected that female (vs. male) AI is perceived as more com-
petent when the recommendation is related to a hedonic (vs. utilitarian) service and 
vice versa. 

avatar marketing



24 avatar marketing

Putting this formally: 
 

H4: The Avatar Gender moderates the relationship between service type and per-
ceived Avatar expertise. In particular, the female gender related to a hedonic ser-
vice leads to a higher perceived Avatar expertise, whereas the male gender related 
to a utilitarian service leads to a higher perceived Avatar expertise. 

 
2.5 Conceptual model 

 
The various research reported in this chapter contributes to laying the foundations 
for the four hypotheses that constitute the conceptual model that this research seeks 
to confirm. 

The Privacy Calculus Theory (Culnan & Armstrong, 1999) and the studies on the 
motivations behind the disclosure of personal information mentioned above argue 
that when consumers have to decide whether or not to disclose their data, they eval-
uate and compare the expected benefits and costs of the loss of privacy (Robinson, 
2017; Smith et al., 2011) to make the most useful and convenient decision for them 
(Krafft et al., 2017). 

Deciding whether or not to disclose one’s data based on evaluations of the ex-
pected costs and benefits of loss of privacy appears to be more consistent with a util-
itarian rather than a hedonic type of service, as the evaluation of utilitarian services 
involves fundamentally practical reasoning, whereas the evaluation of hedonic ser-
vices involves abstract reasoning (Botti & McGill, 2011; Crowley, Spangenberg & Hugh-
es, 1991; Holbrook, 1994). 

Considering the above, the first hypothesis (H1) argues that the type of service 
(utilitarian vs. hedonic) influences the willingness of individuals to disclose their in-
formation; specifically, it is hypothesized that individuals are more likely to give up 
their data when this loss of privacy is aimed at receiving a personalized recom-
mendation for a utilitarian rather than hedonic service. 

The type of service (utilitarian vs. hedonic) also appears to influence the perceived 
level of expertise of the artificial intelligence in charge of making recommendations. 

A recent study by Longoni and Cian (2022) revealed that individuals perceive 
artificial intelligence as more competent for utilitarian services and humans for he-
donic services, as technology is associated with rationality and logic and people with 
emotions. 

Therefore, considering the perceived higher AI competence in utilitarian contexts 
(Belanche, Casaló, Schepers & Flavián, 2021; Liu, Yi & Wan, 2022), the second hy-
pothesis (H2) argues that the utilitarian nature of the service increases the level of 
Avatar competence perceived by the consumer. 

In addition, the level of AI competence perceived by the consumer has an impact 
on the individual’s willingness to disclose their personal information; in fact, two re-
cent studies (Gieselmann & Sassenberg, 2022; Pizzi et al. (2023) have highlighted 
how consumers are more likely to disclose their personal information in exchange 
for the enhanced competence offered by AI. This lays the groundwork for the third 
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hypothesis (H3), which argues that perceived competence influences, via mediation, 
the relationship between the type of service for which the Avatar has to provide a 
recommendation and the willingness of individuals to disclose their personal in-
formation; specifically, a higher level of perceived Avatar competence leads to a greater 
consumer’s propensity to disclose their data to receive a personalized recommen-
dation. 

The fourth and final hypothesis (H4) argues that the sexual gender of the an-
thropomorphized AI moderates the relationship between the type of service (utili-
tarian vs. hedonic) and the perceived competence level of the Avatar. Specifically, 
it is hypothesized that a male Avatar is perceived to be more competent for utilitarian 
services while a female Avatar is perceived to be more competent for hedonic ser-
vices.  

The latter hypothesis finds its grounding in all the studies that show how humans 
apply stereotypes related to sexual gender, whereby men and women have differing 
abilities between them (Prentice & Carranza, 2002; Hentschel et al., 2019; Guo et 
al., 2020; Brahnam & De Angeli, 2012) also to non-human agents (Epley, Waytz, & 
Cacioppo, 2007), such as robots and artificial intelligence (Nass, Moon, & Green, 1997; 
Ernst & Herm-Stapelberg, 2020; Eyssel & Hegel, 2012; Powers & Kiesler, 2006; Pow-
ers et al., 2005; Nowak & Fox, 2018; Bastiansen, Kroon & Araujo, 2022). 

In particular, the link between sexual gender and higher levels of perceived com-
petence is based on gender stereotypes whereby women are expected to be warm, 
helpful towards others, and caring, while for men, the expectations are related to 
their agency, competence, and authority (Ellemers, 2018). 
 
H1: The Utilitarian service type has a more positive impact on the disclosure will-
ingness compared to the hedonic one. 
 
H2: The perceived Avatar expertise mediates the relationship between the service 
type and the disclosure willingness. The Utilitarian service type (vs Hedonic ser-
vice type) increases the perceived Avatar expertise by users. 
 
H3: The perceived Avatar expertise mediates the relationship between the service 
type and the disclosure willingness. A higher perceived Avatar expertise leads to 
a higher disclosure willingness.  
 
H4: The Avatar Gender moderates the relationship between service type and per-
ceived Avatar expertise. In particular, the female gender related to a hedonic ser-
vice leads to a higher perceived Avatar expertise, whereas the male gender related 
to a utilitarian service leads to a higher perceived Avatar expertise. 
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Taking into account the relationships mentioned above, the following conceptual mod-
el has been created: 

3. experimental research 
 

3.1 Experiment Overview 
 

The primary objective of this study is to investigate the effect that the sexual gen-
der of digital human avatars (female vs. male) has on consumers’ perceived level of 
competence in making highly personalized recommendations for different types of 
services (hedonic vs. utilitarian), which is also hypothesized to have an impact on 
consumers’ willingness to provide their data to receive such recommendations. 

Specifically, this study aims to find confirmation that there is a gender bias against 
digital human avatars, whereby the sexual gender of digital human avatars moderates 
the relationship between the type of service recommended (hedonic vs. utilitarian) 
and the level of expertise perceived by consumers, which in turn mediates consumers’ 
propensity to disclose their personal information to the avatar.  

To answer the problem and the research question, this study adopted an online 
experimental design, which is now considered standard practice due to the ease with 
which a large number of people can be reached in relatively less time and cost than 
laboratory and field experiments (Birnbaum, 2004; Hair et al., 2010; Reips, 2000).  

However, one disadvantage is not having the same level of control that a labo-
ratory experiment allows.  

To validate the stimuli used in the main study, namely type of service (hedonic 
vs. utilitarian) and sexual gender (female vs. male), a pre-test was initially conducted. 
Once the pre-test was conducted and it was ascertained that the stimuli were perceived 
correctly by the respondents, it was possible to proceed with the next step, namely 
the launch of the final experiment to test the hypotheses developed in Chapter 2. 

The study used a 2 (type of service: hedonic vs. utilitarian) x 2 (sexual gender: 
female vs. male) between-subjects design, in which each respondent was exposed to 
only one condition in a randomized manner, whereby the chance of being exposed 
to any treatment was the same for each participant. In this way, carry-over effects were 
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avoided whereby respondents, if exposed to more than one condition, can use what 
was learned from one condition in the next (Charness et al., 2012). SPSS software 
(Statistical Package for Social Science) was used to assess the significance of the hy-
potheses. Specifically, a one-way ANOVA was used to validate H1, while Model Pro-
cess 4 was used to validate H2 and H3. To validate H4, we used Process Model 7. 

 
3.2 Stimuli Validation: Pretest 

 
The main objective of the pre-test was to assess whether the type of service being 
studied (hedonic vs. utilitarian) was perceived correctly by respondents (see Appendix 
A), as well as the sexual gender of the selected digital human avatars, Daniel Kalt 
and YUMI (see Appendix B).  

This initial study was conducted by administering an online questionnaire in En-
glish, constructed via Qualtrics XM, and distributed to a non-probabilistic sample, 
precisely the so-called ‘convenience sample’, where participants were primarily 
reached via the main social networks (Facebook, Instagram, and WhatsApp) of the 
personal network of the author of this thesis.  

Regarding the size of this pre-test sample, we tried to reach a number greater than 
or equal to 30 as a study conducted by Perneger et al. (2015) found that samples that 
are too small (5-15 participants) may fail to detect even the most common problems, 
whereas instead a sample size of 30 can be considered a reasonable starting point 
for pre-testing questionnaires as it allows “a reasonably high power (around 80%) to 
detect a problem occurring in 5% of the population and to detect the recurrence of a prob-
lem affecting 10% of the respondents. At the same time, if for a given question no prob-
lem is detected among the 30 respondents, the 90 % two-sided upper confidence limit 
on the true prevalence of problems is 10 %” (Perneger et al., 2015, p. 151). 

 
3.2.1 Pretest Design 

 
The pretest consists of a questionnaire, constructed using Qualtrics XM, divided into 
four parts (see Appendix C). 

The initial part consists of an informative introduction for respondents, in which 
an explanation of the academic purpose of the study is given and full compliance with 
privacy regulations regarding data collection and management is ensured. 

Then, after brief instructions on how to correctly complete the questionnaire, the 
second part of the survey consisted of a randomized block consisting of two sepa-
rate scenarios regarding the sexual gender of the Digital Human Avatar (female vs. 
male), followed by a 7-point Likert scale that required candidates to express their 
perception of the image across three items (female, male, neutral).  

The images of the two Digital Human Avatars were sourced from the paper “An 
emerging theory of avatar marketing” (Miao et al., 2022) while the scale used to as-
sess the perception of sexual gender comes from the work “Models of (Often) Ambivalent 
Robot Stereotypes: Content, Structure, and Predictors of Robots’ Age and Gender 
Stereotypes” by Perugia et al. (2023). 
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This block was designed to show the candidates only one of the two images of 
the digital human avatars (YUMI vs. Daniel Kalt) chosen for this study (see Appendix 
A), to assess the goodness of gender manipulation (female vs. male).  

The third part of the pretest is instead aimed at assessing the perception of the 
type of service and consists of a randomized block consisting of two distinct scenarios 
concerning the type of service perceived (hedonic vs. utilitarian), followed by the 
HED/UT differentiated semantic scale.  

The texts concerning services were formulated independently, where the choice 
of utilitarian service is due to the work “The emotional influence on satisfaction and 
complaint behavior in hedonic and utilitarian services” (Calvo-Porral & Otero-Prada, 
2021) while the choice of hedonic service is due to two studies: “Hedonic service con-
sumption and its dynamic effects on sales in the brick-and-mortar retail context” (Zhou 
et al, 2023) and “Verifying the hedonic vs. utilitarian consumer attitudes catego-
rization: the case of spas and salons” (Hanks & Mattila, 2012). 

As for the scale used, it is derived from the work “Measuring the hedonic and util-
itarian dimensions of consumer attitude” (Voss, Spangenberg, & Grohmann, 2003). 

This scale requires participants to describe the service using ten adjectives (five 
utilitarian and five hedonic) and it is used to determine the nature of hedonic and 
utilitarian evaluation of products and services. 

The final part of the pretest consists of four socio-demographic questions to find 
out the characteristics that distinguish the sample, namely age, gender, level of ed-
ucation, and occupation. 

Once the data had been collected, they were analyzed with the help of the sta-
tistical software SPSS (Statistical Package for Social Science). 

 
3.2.1.1 Avatar Gender 

 
Regarding the sexual gender manipulation of digital human avatars, photos of two 
digital human avatars used today for personalized recommendations were select-
ed (see Appendix B). 

The male digital human avatar is represented in this study by Daniel Kalt, a dig-
ital human avatar developed by the investment bank UBS that can predict financial 
data and present investment recommendations to high-level clients. 

The female digital human avatar, on the other hand, is represented by YUMI, a 
digital human avatar developed by the skincare brand SK-II to make highly per-
sonalized recommendations to clients.  

Again, each respondent was exposed to only one of the two images, randomly.  
To measure the perceived sexual gender based on the image the respondents were 

exposed to, we used a 7-point Likert Scale already used in a study conducted by Pe-
rugia et al. (2023) and aimed at investigating the perceived age and sexual gender 
of the humanoid robots in the ABOT dataset. The scale requires candidates to express 
their perceptions on three items (feminine, masculine, gender neutral) using a 7-point 
Likert scale for which the response modes range from completely disagree (=1) to 
completely agree (=7). 
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3.2.1.2 Service Type 
 
In general, in the literature on services, scholars distinguish between utilitarian and 
hedonic services (Pérez, García de los Salmones, & Baraibar-Diez, 2020) where he-
donic services provide consumers with values such as excitement and entertainment, 
while utilitarian services provide consumers with functional utilities or solve prac-
tical problems (Andreu, CasadoDíaz & Mattila, 2015). 

Several authors agree that banking services are an example of a utilitarian ser-
vice (e.g. Collier et al., 2014; Dhar & Wertenbroch, 2000; Calvo-Porral & Otero-Pra-
da, 2021) as they are perceived as uninspiring or exciting (Wang & Jiang, 2019), char-
acterized by functional utilities and cognitive benefits, and orientation to things 
(Stafford, 1995; Kempf, 1999; Pérez, García de los Salmones, & Baraibar-Diez, 2020). 

For this reason, the utilitarian service chosen for this study is a banking service, 
i.e., opening a current account at a bank.  

About hedonic service, a study conducted by Zhou et al. (2023) on the con-
sumption of hedonic services particularly highlights three categories of services: en-
tertainment, food, and lifestyle.  

Since this study is aimed at investigating the projection of gender stereotypes be-
tween men and women on highly anthropomorphized forms of artificial intelligence, 
and assuming that hedonic services are more related to the female world, the choice 
fell into the third category of hedonic services, namely lifestyle services. 

Lifestyle services include various categories ranging from fitness gyms to beau-
ty salons in shopping malls, and they stimulate physical, sensory, and emotional re-
sponses from shoppers (Hanks and Mattila, 2012; Roozen and Katidis, 2019). A con-
firmation that this type of hedonic service finds women as its main consumers can 
be found in a study conducted by Hanks and Mattila (2012), who investigated the 
different perceptions between spas and beauty salons based on a sample of only wom-
en. Similarly, a study conducted by Lövei-Kalmár, Jeles, & Ráthonyi (2019) on the 
habits of spa visitors was based on a sample of 262 visitors, of which 85% of the re-
spondents were women and only 15% were men. The aforementioned study by Han-
ks and Mattila (2012) found that there is a difference between the perception of spas 
and salons, whereby the spa experience is considered more hedonic while the ex-
perience offered by salons is considered more utilitarian.  

For this reason, the hedonic service chosen for this study is the experience offered 
by the spa. 

To assess whether the two types of services (bank account opening service and 
spa hedonic service) are perceived correctly by the respondents, we devised two con-
ditions: one condition requires the respondent to imagine a situation in which he/she 
goes to a bank to open a bank account while the other requires the respondent to imag-
ine a situation in which he/she goes to a spa to choose the type of treatment he/she 
wants to have to treat him/herself to a day of relaxation.  

To avoid the carry-over effects (Charness et al., 2012) mentioned above, each 
respondent was only exposed to one of the two conditions.  
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To assess the type of service respondents perceive they are dealing with, the 
HED/UT scale was used. The HED/UT scale is generally applicable, reliable, and valid 
for measuring the hedonic and utilitarian components of attitudes and it is used to 
determine the nature of customers’ evaluation of products and services and/or their 
advertising appeals (Voss, Spangenberg, & Grohmann, 2003). 

Initially, this differential semantic scale comprised 12 adjectives for the hedonic 
dimension and 12 adjectives for the utilitarian dimension, assessed by seven response 
modes (from completely disagree to completely agree) but being too long, it was lat-
er reduced following analyses of item-total correlations, internal consistency (reli-
ability), AVE and unidimensionality, reducing the number of items from 12 to 5 for 
both variables, as Table II shows. 

Table II - HED/UT items: initial and final scale statistics 
 

3.2.3 Pretest Results 
 

The sample of the population reached by the survey included mainly university stu-
dents and new employees located in different cities in Italy. 

Therefore, following this assumption, the mean age of the respondents was 27 
years, although the anagraphic range was between a minimum of 19 years and a max-
imum of 65 years (see Appendix D.A). 



31

Regarding the gender of the respondents, there was no prevailing gender as men 
accounted for 50% (21/42), as did women. 

To test the success of the manipulation of the independent variable (Service Type), 
a comparison of averages was conducted by applying four Independent sample T-
test as an analysis to test whether or not there was a statistically significant differ-
ence between the averages of the groups according to the visual condition to which 
they were exposed. 

After performing the first test, looking at the table of descriptive statistics, it was 
possible to see that the group of respondents (20 people) exposed to the scene of 
the utilitarian service, coded with 0, had a mean of 1.7350 while those (22 people) 
exposed to the condition of the hedonic service, coded with 1, recorded a value of 
5.5818 (see Appendix D.B). 

Furthermore, considering the Independent sample testing table, a t-test p-val-
ue of 0.001 emerged, which was statistically significant (p-value<α/2 = 0.025). 

Thus, it was possible to see a statistically significant difference between the av-
erages of the groups, confirming the success of the manipulation concerning the in-
dependent variable. 

With regard to the moderator manipulation check (Avatar Gender), three stud-
ies were conducted. 

Looking at the descriptive statistics table after the first test for the moderator’s 
manipulation check was complete, it was possible to see that the group of respon-
dents (22 people) exposed to the condition of the Female Avatar, coded with 0, found 
a mean of 6.95 while those (20 people) exposed to the condition of the Male Avatar, 
coded with 1, recorded a value of 1.05 to the question of how much (from 1 to 7) 
the avatar in the picture was “Feminine” (see Appendix D.C). 

Furthermore, considering the Independent sample testing table, a t-test p-val-
ue of 0.001 emerged, which was statistically significant (p-value<α/2 = 0.025).  

Therefore, a statistically significant difference between the group averages was 
found, confirming the success of the manipulation relating to the moderator vari-
able (Gender F) as it was expected that the respondents would consider the scenario 
representing the female avatar as such. 

After the second test related to the manipulation check of the moderator, look-
ing at the table of descriptive statistics, it was possible to note that the group of re-
spondents (22 people) subjected to the scenario related to the Female Avatar, cod-
ed with 0, found an average of 1.09 while those (20 people) exposed to the condi-
tion of the Male Avatar, coded with 1, recorded a value of 6.70 to the question of how 
much (from 1 to 7) the avatar in the picture was “Masculine” (see Appendix D.D). 

In addition, considering the Independent sample testing table, a p-value for the 
t-test of 0.001 emerged, which was statistically significant (p-value<α/2 = 0.025).  

Consequently, a statistically significant difference between the group averages 
could be observed, confirming the success of the manipulation relating to the mod-
erator variable (Gender M) as it was expected that the respondents would consid-
er the scenario representing the male avatar as such. 

After carrying out the third test related to the moderator’s manipulation check, 
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looking at the descriptive statistics table, it was possible to note that the group of re-
spondents (22 people) subjected to the scenario related to the Female Avatar, cod-
ed with 0, found an average of 1.68 while those (20 people) exposed to the condi-
tion of the Male Avatar, coded with 1, recorded a value of 1.30 to the question of how 
much (from 1 to 7) the avatar in the picture was “Gender Neutral” (see Appendix 
D.E). 

Furthermore, considering the Independent sample testing table, a t-test p-value 
of 0.077 emerged, which was statistically non-significant (p-value>α/2 = 0.025).  

Therefore, no statistically significant difference could be found between the group 
averages, confirming the success of the manipulation relating to the moderating vari-
able (Gender Neutral) as it was not expected that the respondents would consider 
the two scenarios to be gender neutral. 

 
3.3 Main Study 

 
The present experimental study consists of a conclusive causal research design be-
tween subjects 2x2. The results of the study are represented by answers to a ques-
tionnaire obtained through a self-administered survey conducted in Italy during the 
month of August 2023 using the online platform Qualtrics XM.  

The aim of this research is to investigate the existence of a gender bias towards 
a highly anthropomorphized artificial intelligence, e.g. the Digital Human Avatar, 
whereby one gender is perceived to be more expert than another based on the type 
of service recommended (utilitarian vs. hedonic). In addition to investigating whether 
the sexual gender of the digital human avatars moderates the relationship between 
the type of service recommended (hedonic vs. utilitarian) and the level of expertise 
perceived by consumers, this study also aims to investigate whether the level of per-
ceived expertise also mediates consumers’ propensity to disclose their information 
to receive personalized recommendations. 

 
3.3.1 Population and Sample 

 
No limits of any kind were placed on the population of this study as personalized rec-
ommendations for services can be requested by persons of any age, gender, nationality, 
education, and professional occupation.  

To determine the sample size, we started from the rule of thumb developed by 
Saeyer and Ball (1981), who conducted a study that showed that at least 30 par-
ticipants are needed to test an experimental condition. 

However, to achieve a greater depth of the study, we decided to reach at least 
50 respondents per condition. 

Since this study involves four experimental conditions, we aimed for a sample 
size of at least 200 participants. 

As in the case of the pretest, we also used convenience sampling for the main study 
by drawing from the personal network of the author of the thesis, to reduce data col-
lection costs, and increase efficiency and ease of use (Sekaran & Bougie, 2016). The 
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questionnaire designed via Qualtrics XM was, as the pretest, shared with the study 
participants via major social networks, such as WhatsApp, Instagram, and Facebook. 
 
3.3.2 Design 

 
As mentioned above, data were collected by means of a questionnaire, which is com-
posed of six main parts (see Appendix E). 

At the beginning of the questionnaire, a brief introduction was made with an ex-
planation of the academic purpose of the experimental research. In addition, after 
including the university’s credentials, full compliance with privacy regulations re-
garding the anonymity policy on data collection and management was ensured. 

The second part of the survey is represented by a randomized block made up of 
two distinct scenarios concerning the gender of the Digital Human Avatar (female 
vs. male); this block is followed by the relative question deriving from the pretest 
in which the manipulation check of the moderating variable (Avatar Gender) is ver-
ified by asking the subject to describe the avatar with three items (female, male, neu-
tral) by means of a 7-point Likert Scale.  

The third part of the survey is represented by a randomized block made up of 
two distinct scenarios concerning the type of service perceived (hedonic vs. utilitarian); 
this block is followed by the relative question deriving from the pretest in which the 
manipulation check of the independent variable (Service Type) is verified by ask-
ing the subject to describe the service perceived by him/her in terms of hedonism 
and utilitarianism using the HED/UT differentiated semantic scale.  

Once the pretest was re-proposed within the main study, the fourth part of the sur-
vey was represented by a further randomized block consisting of four separate scenarios 
composed of the combination of the two categorical variables (Avatar Gender and Ser-
vice Type). In fact, the randomization process was essential within the structure of the 
questionnaire to obtain a uniform number of exposures to all visual stimuli. 

To avoid potential cognitive bias and brand sentiment, all scenarios are repre-
sented by mock-ups of service descriptions and Digital Human Avatars. 

The fifth part of the survey was introduced to the respondents after being sub-
jected to the observation of one of the four scenarios and this block consists of two 
scales: the first for the mediator and the second for the dependent variable.  

The first scale for the mediator is derived from the scale prevalidated by Ohani-
an (1990) within the paper “Construction and Validation of a Scale to Measure Celebri-
ty Endorsers’ Perceived Expertise, Trustworthiness, and Attractiveness”, the result of which 
is a multidimensional semantic differential scale, in which each of the three dimen-
sions on which the source’s credibility depends (expertise, trustworthiness, and at-
tractiveness) is measured by five semantic differential items, assessed on 7-point scales. 

As this research project examines only one of the three dimensions, the Ohani-
an scale was readjusted according to the needs of the experimental research, tak-
ing into consideration only the five items related to perceived expertise. 

As far as the second scale relating to the dependent variable is concerned, it is 
derived from the scale prevalidated by Collins and Miller (1994) in their work “Self-
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Disclosure and Liking: A Meta-Analytic Review” and later taken up by Cho (2006) in 
his study “The Mechanism of Trust and Distrust Formation and Their Relational Out-
comes”. 

Finally, the sixth and last part of the questionnaire is characterized by the block 
dedicated to socio-demographic questions, in which respondents were asked about 
their age, gender, level of education, and occupation. 

 
3.4 Experimental Results 

 
3.4.1 Data Analysis 

 
The data collected through the survey questionnaire generated on Qualtrics XM were 
exported to the statistical software SPSS (Statistical Package for Social Science) for 
analysis.  

Initially, it was decided to perform a factor analysis to examine and validate the 
items of the scales used in the conceptual model; in particular, principal component 
analysis was performed as the means of extraction, and Varimax as the method of 
rotation (see Appendix F.A). To decide how many factors to extract, the total explained 
variance table was observed, verifying that, according to Kaiser’s rule, the eigenvalues 
were greater than 1 and that the cumulative variance as a percentage was greater 
than 60%. 

In addition, both the communality table and the component matrix were observed. 
Specifically, all items had an extraction value greater than 0.5 and a loading score 

greater than 0.3. 
Therefore, it was decided to keep all items composing the scales, validating them. 
After validating all the scales, a reliability test was carried out to verify the lev-

el of reliability of the scales taken into consideration. In particular, the Cronbach’s 
Alpha value of all constructs was observed and accepted to be greater than 60% (see 
Appendix F.B).  

For the manipulation check scale of the independent variable (Service Type), a 
value of 0.992 was found, for the mediator scale (Expertise) was found a value of 
0.997, and for the scale concerning the dependent variable (Disclosure Willingness), 
a value of 0.990 was recorded. Therefore, all scales were found to be reliable. 

In addition, the KMO (Kaiser-Meyer-Olkin) test for measuring the adequacy of sam-
pling was performed. Regarding the scale concerning the manipulation check of the 
independent variable (Service Type), a value of 0.936 was found, for the mediator 
scale (Expertise) was found a value of 0.920, and with regard to the scale concern-
ing the dependent variable (Disclosure Willingness), a value of 0.766 was recorded. 

Thus, the level of adequacy was more than adequate in all cases. 
The Bartlett’s sphericity test was then performed, which was statistically significant, 

finding in all cases a p-value of 0.000 (p-value<α= 0.05). 
Regarding the composition of the sample subjected to the main study, the sam-

ple of the population included mainly university students and new employees located 
in different cities in Italy, as for the pretest (see Appendix F.C). 
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Consequently, following this assumption, the average age of the respondents was 
25 years, although the age range was from a minimum of 19 years to a maximum 
of 65 years.  

About the gender of the respondents, men accounted for 49.8% of the sample 
(106 people), women accounted for 48.4% (103 people) and 1.9% (4 people) of the 
sample preferred not to specify their sexual gender. 

 
3.4.2 Hypotheses Results 

 
After conducting both factor analysis and reliability tests, the main hypotheses of the 
conceptual research model were analyzed to confirm or reject its statistical signif-
icance and thus its relative success. 

To test the significance of the conceptual model’s direct hypothesis (H1), a com-
parison of averages was conducted by applying a One-Way ANOVA (see Appendix 
F.D) as an analysis to test the effect of the independent variable (Service Type) against 
the dependent variable (Disclosure Willingness). 

Specifically, the independent variable (X) has a nominal categorical nature and 
is divided into two distinct conditions, coded 0 (hedonic) and 1 (utilitarian), while 
the dependent variable (Y) has a metric nature. After carrying out the ANOVA, and 
observing the descriptive statistics table, it was possible to note that the group of re-
spondents subjected to the scenario coded with 0 (105 people) recorded an average 
value of 2.8032 while those subjected to the visual condition coded with 1 (108 peo-
ple) recorded an average value of 5.4198. 

Furthermore, considering the ANOVA table, a p-value relative to the F-test of 0.001 
emerged, which was statistically significant (p-value<α= 0.05). 

Therefore, a statistically significant difference between the group averages could 
be seen, confirming the effect of X on Y. Thus, the direct hypothesis H1 (main effect) 
was proven. 

To test the significance of the moderating hypothesis of the conceptual mod-
el, a comparison between averages was conducted by applying a Two-Way ANO-
VA (see Appendix F.E) to test the joint effect of the independent variable (Service 
Type) and the moderating variable (Avatar Gender) against the mediating variable 
(Expertise). 

Specifically, the independent variable (X) and the moderator (W) are nominal 
categorical in nature and are both distinct conditions coded with 0 (hedonic; female) 
and 1 (utilitarian; male), while the mediator variable (M) is metric in nature. 

After carrying out the ANOVA, looking at the table of descriptive statistics, it was 
possible to note that the group of respondents (52 people) subjected to the scenario 
coded with 0,0 (hedonic; female) recorded a mean value of 3.8846, the subjects (53 
people) subjected to the visual condition coded with 0,1 (hedonic; male) recorded 
a mean value of 1. 6906, the group of respondents (54 people) subjected to the vi-
sual condition coded with 1,0 (utilitarian; female) showed a mean value of 4.2370 
while the subjects (54 people) subjected to the visual condition coded with 1,1 (util-
itarian; male) showed a mean value of 6.7815.  
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Furthermore, considering the Test of between subjects table, a p-value relating 
to the corrected model of 0.001 emerged, which was statistically significant (p-val-
ue<α= 0.05), noting the existence of model fit. 

Specifically, all effects of the independent variables (X, W, and X*W) on the me-
diator (M) were examined. 

The first direct effect between the independent variable and the mediator (X - 
M) showed a p-value of 0.001. Regarding the second direct effect between the mod-
erator and the mediator (W - M), a p-value of 0.141 emerged, while with regard to 
the joint interaction effect between the independent variable and the moderator to-
wards the moderator (X*W - M), a p-value of 0.001 emerged, thus demonstrating 
the success of the interaction effect. 

Thus, the moderation hypothesis H4 (interaction effect) was proven, as can be 
seen from the Interaction Plot in which a disordinal interaction with crossover is shown.  

To test the significance of the indirect hypotheses of the conceptual model, a re-
gression analysis was conducted by applying the Process Macro Version 4.0 model 
4 developed by Andrew F. Hayes, so as to test the direct and mediating effect (see 
Appendix F.F). 

In order to test the success of each effect, it was necessary to distinguish between 
three different relationships: a first effect between the independent variable and the 
dependent variable (H1), a second effect between the independent variable and the 
mediator (H2) and a third effect between the mediator and the dependent variable 
(H3). 

Regarding the direct effect between X and Y (H1), through observation of the 
SPSS output, it was possible to observe a p-value equal to 0.4387, an adverse con-
fidence interval (LLCI= -0.0970; ULCI= 0.2229) and a positive regression coefficient 
β equal to 0.0629. Therefore, this effect was not statistically significant, not confirming 
H1 (main effect). 

With regard to the first section of the indirect effect between X and M (H2), through 
the examination of the SPSS results, a p-value of 0.0000, a favorable confidence in-
terval (LLCI=0.3342; ULCI=3.1301) and a positive regression coefficient β of 2.7321 
were observed. Therefore, this effect was statistically significant, confirming H2 (the 
first part of the indirect effect). 

Moving on to the second section of the indirect effect between M and Y (H3), 
through the observation of the SPSS output, it was possible to observe a p-value equal 
to 0.0000, a favorable confidence interval (LLCI=0.8948; ULCI=0.9746) and a pos-
itive regression coefficient β equal to 0.9347. Therefore, this effect was statistical-
ly significant, confirming H3 (the second part of the indirect effect). 

Considering the results, as both sections of the indirect effect were statistically 
significant, whereas the direct effect was not, it was possible to confirm the success 
at the global level of the mediation effect (indirect effect), finding full mediation. 

In order to test the significance of all hypotheses of the conceptual model, a re-
gression analysis was conducted by applying the Process Macro Version 4.0 model 
7 developed by Andrew F. Hayes, so as to test the direct, mediating, and moderat-
ing effect of the research (see Appendix F.G). 
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In order to test the success of each effect, it was necessary to distinguish them 
into four different relationships: a first effect between the independent variable and 
the dependent variable (H1), a second effect between the independent variable and 
the mediator (H2), a third effect between the mediator and the dependent variable 
(H3) and a fourth and final joint effect between the moderator and the independent 
variable towards the mediator (H4). 

Regarding the direct effect between X and Y (H1), through observation of the 
SPSS output, it was possible to observe a p-value equal to 0.4387, an adverse con-
fidence interval (LLCI= -0.0970; ULCI= 0.2229) and a positive regression coefficient 
β equal to 0.0629. Therefore, this effect was not statistically significant, not confirming 
H1 (main effect). 

With regard to the first section of the indirect effect between X and M (H2), through 
the examination of the SPSS results, it was possible to observe a p-value equal to 
0.0374, a favorable confidence interval (LLCI=0.0208; ULCI=0.6840) and a pos-
itive regression coefficient β equal to 0.3524. Therefore, this effect was statistical-
ly significant, confirming H2 (the first part of the indirect effect). 

Moving on to the second section of the indirect effect between M and Y (H3), 
through the observation of the SPSS output, it was possible to observe a p-value equal 
to 0.0000, a favorable confidence interval (LLCI=0.8948; ULCI=0.9746) and a pos-
itive regression coefficient β equal to 0.9347. Therefore, this effect was statistical-
ly significant, confirming H3 (the second part of the indirect effect). 

Finally, regarding the interaction effect between X and W with respect to M (H4), 
through the observation of the SPSS output, it was possible to observe a p-value equal 
to 0.0000, a favorable confidence interval (LLCI=4.2707; ULCI=5.2063) and a pos-
itive regression coefficient β equal to 4.7385. Therefore, this effect was also statis-
tically significant, confirming H4 (interaction effect). 

In the light of the results obtained, it was possible to confirm the further success 
of the double check carried out by means of Model 7, demonstrating both a full me-
diation (a phenomenon that occurs when the two sections of the indirect effect are 
statistically significant regardless of the direct effect between X and Y) and a significant 
interaction effect. 

Prior to the overall success of the main test, validation of the visual stimuli was 
again carried out by performing the manipulation check relative to the pre-test, for 
both the independent variable and the moderator variable. 

 
3.5 General Discussion and Conclusion 

 
This study set out to investigate whether the sexual gender attributed to highly an-
thropomorphized forms of artificial intelligence, such as Digital Human Avatars, mod-
erates the relationship between the type of service recommended (hedonic vs. util-
itarian) and the level of competence perceived by consumers. In addition to the mod-
erating effect of the sexual gender of the Digital Human Avatars, this study set out 
to investigate whether the level of competence of the Digital Human Avatars perceived 
by consumers influences, via mediation, their propensity to disclose personal in-
formation useful for receiving the recommendation. 
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To find an answer to the questions underlying this research, a questionnaire was 
administered to a non-probabilistic sample, the so-called convenience sample, us-
ing Qualtrics XM. 

The questionnaire was structured in such a way as to expose the respondents to 
only one of the four elaborated conditions, the outcome of the combination of the 
two categorical variables, namely the sexual gender of the avatar (female vs. male) 
and the type of service recommended (hedonic vs. utilitarian).  

The elaboration of these four conditions is aimed at understanding whether con-
sumers perceive one sexual gender as more likely to recommend a particular type 
of service than another; specifically, this research sought to investigate whether male 
digital human avatars are considered more likely to recommend utilitarian services 
and female digital human avatars more likely to recommend hedonic services.  

Following the analysis of the data using the statistical tool SPSS, it was found 
that the propensity to disclose personal information to receive a personalized rec-
ommendation is greater when the service to be recommended is utilitarian (H1). The 
greater propensity to give out one’s data when the service is utilitarian can be traced 
back to the fact that these types of services, unlike hedonic services, are perceived 
as more necessary.  

The type of service was also shown to have an influence on the level of perceived 
competence of the Avatar, which was found to be higher when the service to be rec-
ommended was utilitarian (H2). 

The level of perceived Avatar competence is quite relevant in this study as it in-
fluences (via mediation) the propensity of consumers to disclose their information.  

Indeed, data analysis confirmed that when perceived competence levels are high-
er, users are more likely to disclose their information to receive the recommenda-
tion (H3). In other words, users are more likely to give up their information when 
they perceive that the person to whom they are giving their information is compe-
tent and able to provide an optimal personalized recommendation. However, this 
study was designed to detect whether gender stereotypes that influence human re-
lationships are also unconsciously projected onto non-human agents. In fact, the fourth 
and final hypothesis that was confirmed following the data analysis found that the 
sexual gender attributed to Digital Human Avatars for anthropomorphization pur-
poses influences (through moderation) the relationship between the type of service 
to be recommended to users and the level of perceived competence of the Avatar (H4), 
i.e. male Avatars are preferred by users when the service to be recommended is util-
itarian while female Avatars are preferred when the service to be recommended is 
hedonic. 

 
3.5.1 Theoretical and Practical Implications 

 
From a theoretical point of view, this study set out to address the need to pay more 
attention to the effects of sexual gender attribution on artificial intelligence that has 
been raised by several scholars (Alabed, Javornik & Gregory-Smith, 2022; Diederich 
et al., 2022; West et al., 2019).  
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This goal was also recently pursued by Jungyong Ahn, Jungwon Kim, and Yongjun 
Sung (2022), who investigated the effects that gender stereotypes, the outcome of 
assigning a sexual gender to chatbots, have on consumers’ evaluations of recom-
mendations for utilitarian and hedonic products. The aforementioned authors, to-
gether with Pizzi et al. (2021), however, emphasized the importance of focusing not 
only on products but also on services, which is why this thesis considered utilitari-
an and hedonic services.  

The positive outcome of this study has in fact made it possible to confirm that 
the attribution of a sexual gender to anthropomorphized forms of artificial intelli-
gence has an impact on the perception of their competence not only when the rec-
ommendations pertain to material products but also to services. 

Finding evidence of the fact that male Avatars are perceived to be more competent 
for utilitarian service recommendations while female Avatars are perceived to be more 
competent for hedonic services is further confirmation of what other scholars have 
already found in the past, i.e. that the attribution of a sexual gender to forms of tech-
nology such as robots (Eyssel & Hegel, 2012) or chatbots (Fox & Nowak, 2018) re-
sults in the activation of gender stereotypes in consumers, which leads them to ex-
pect from these technological forms skills differentiated according to the particular 
sexual gender that has been attributed to them (e. g. Bastiansen, Kroon, & Araujo, 
2022; Nass & Moon, 2000) as gender stereotypes are based on the assumption that 
men and women have different skills. 

In fact, Ellemers (2018) argues that women are ascribed more emotional qual-
ities (e.g. caring, helpful, and warm) while men are ascribed dominance characteristics 
(e.g. authority, competence, and agency). Since the consumption of hedonic services 
is predominantly affective whereas utilitarian consumption is predominantly cog-
nitive (Crowley, Spangenberg & Hughes, 1991; Holbrook, 1994; Botti & McGill, 2011), 
the fact that this study found that male avatars are preferred for utilitarian recom-
mendations whereas female avatars are preferred for hedonic recommendations is 
a confirmation of the fact that the level of perceived competence varies according 
to task type. 

In addition to sexual gender, the type of service itself was found to influence the 
level of perceived competence in that, although female avatars were perceived to be 
more competent than male avatars in processing a personalized recommendation 
for a hedonic service, perceived competence levels were on average higher when the 
recommendations were for utilitarian services. This represents a confirmation that 
consumers perceive AI-powered technology as more competent to process recom-
mendations of a utilitarian nature, confirming what authors such as Longoni and Cian 
(2022), or Belanche, Casaló, Schepers, and Flavián (2021) have already found. 

The degree to which an Avatar is perceived as competent was found to have a 
mediating effect between the type of service and the consumers’ propensity to dis-
close their information. In fact, the perceived expertise of the Avatar is very important 
for the purposes of the recommendation as this study found that a higher percep-
tion of expertise (influenced by both the type of service and the moderating effect 
played by the Avatar’s sexual gender) leads to a higher propensity of consumers to 
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disclose their information, thus confirming the relationship between expertise and 
disclosure willingness previously found by other authors in their studies (Gieselmann 
& Sassenberg, 2022; Pizzi et al., 2023). 

The willingness to disclose one’s data is functional for recommendation purposes 
since it is because of the data provided by users that recommendation systems can 
formulate personalized recommendations and this willingness to disclose was found 
to be influenced both by the perceived expertise of the avatar and by the type of ser-
vice to be recommended.  

As a matter of fact, utilitarian services are characterized by a functional character 
that leads them to be conceived as more necessary than a hedonic service that is in-
stead seen more as an end in itself and, in line with this, the data analysis of this study 
found that consumers give up more of their data in order to receive personalized rec-
ommendations for utilitarian services, confirming what other authors have found 
in the past (Culman & Amstrong, 1999; Kraft et al., 2017; Robinson, 2017; Smith 
et al., 2011; Plangger & Montecchi, 2020).  

As far as practical implications are concerned, this study differs from the one con-
ducted in 2022 by Jungyong Ahn, Jungwon Kim, and Yongjun Sung not only for fo-
cusing on services and not goods but also for taking as the object of study not chat-
bots but a form of technology powered by highly anthropomorphized artificial in-
telligence, the Digital Human Avatars. In fact, the major managerial contribution of 
this study was to investigate the factors that contribute to influencing the effectiveness 
of this recent form of technology that, considering the future relevance of virtual re-
alities such as the Metaverse, is set to flourish in the coming years (Emergen Research, 
2023). 

By demonstrating that the sexual gender attributed to the Digital Human Avatar 
influences the degree to which it is perceived to be competent according to the type 
of service to be recommended, this study offers marketers who want to make use of 
this highly anthropomorphized form of technology a cue on the basis of which they 
can better adapt the anthropomorphic design of the Avatar to the expectations of 
consumers according to the type of service they offer, in order to improve its effec-
tiveness. 

 
3.5.2 Limitations and Future Research 

 
This study set out to investigate the existence of gender bias towards highly an-
thropomorphized forms of technology, i.e. Digital Human Avatars. 

However, due to budget limitations and the impossibility of using a suitable struc-
ture to subject the respondents to different types of stimuli, this study could not show 
the sample members a Digital Human Avatar at its full potential. 

Digital Human Avatars are characterized by the fact that they are highly realis-
tic in both form and behavior. They present an astonishing intelligence both cogni-
tively and emotionally, which is why they, unlike other avatars, can communicate 
with humans through both verbal and non-verbal communication. Nevertheless, as 
the right tools were not available, it was not possible to show the respondents of the 
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questionnaire an avatar in 3D form, nor was it possible to create a form of interac-
tion between them. 

The highly anthropomorphized appearance was communicated to the respon-
dents visually with the help of an image, while their intellectual potential was re-
ported to the subjects by means of a brief description above the avatar image.  

In light of the relevance that these avatars may have for companies in virtual re-
alities such as the Metaverse, it is good that future studies that have the necessary 
means try to investigate the effects of the human characteristics attributed to these 
avatars, such as sexual gender, by providing the right context, i.e. within these vir-
tual realities in which these avatars would then be used. This would expose consumers 
to a Digital Human Avatar to the fullest extent of its capabilities and provide con-
textualized results. 

In addition, sexual gender is only one of the human characteristics that are at-
tributed to technology to anthropomorphize it, and, in fact, future studies should 
investigate whether characteristics such as age or race attributed to the Avatar are 
also able to bring out bias, influencing consumer perception. 

 
references 

 
Bibliography 

 
A. Acquisti & J. Grossklags, “Privacy and rationality in individual decision making”, 

IEEE security & privacy, 2005, 3(1), 26-33. 
A. Acquisti & J. Grossklags, “Uncertainty, Ambiguity and Privacy”. In WEIS. 2005 
M. Adam, J. Toutaoui, N. Pfeuffer & O. Hinz, “Investment decisions with robo-ad-

visors: the role of anthropomorphism and personalized anchors in recommen-
dations”, 2019 

P. Aggarwal & A. L. McGill, “Is that car smiling at me? Schema congruity as a basis 
for evaluating anthropomorphized products”, Journal of consumer research, 2007, 
34(4), 468-479. 

J. Ahn, J. Kim & Y. Sung, “The effect of gender stereotypes on artificial intelligence 
recommendations”, Journal of Business Research, 2022, 141, 50-59. 

I. Ajzen, “From intentions to actions: A theory of planned behavior”, Springer Berlin 
Heidelberg, 1985, pp. 11-39 

A. Alabed, A. Javornik & D. Gregory-Smith, “AI anthropomorphism and its effect on 
users’ self-congruence and self–AI integration: A theoretical framework and re-
search agenda”, Technological Forecasting and Social Change, 2022, 182, 121786. 

L. Ambroise & P. Valette-Florence, “The brand personality metaphor and inter-prod-
uct stability of a specific barometer”, Recherche et Applications en Marketing (En-
glish Edition), 2010, 25(2), 3-28. 

L. Andreu, A.B. Casado-Díaz & A.S. Mattila, “Effects of message appeal and service 
type in CSR communication strategies”, Journal of Business Research, 2015, 68(7), 
1488-1495. 

 

avatar marketing



42 avatar marketing

R.F. Applbaum & K. W. Anatol, “The factor structure of source credibility as a func-
tion of the speaking situation”, 1972 

B.J. Babin, W.R. Darden & M. Griffin, “Work and/or fun: measuring hedonic and util-
itarian shopping value”, Journal of consumer research, 1994, 20(4), 644-656. 

C.V. Baccarella, T.F. Wagner, C. W. Scheiner, L. Maier & K. I. Voigt, “Investigating con-
sumer acceptance of autonomous technologies: the case of self-driving auto-
mobiles”, European Journal of Innovation Management, 2021, 24(4), 1210-1232. 

S. Balin & V. Giard, “A process oriented approach to the service concepts”. In 2006 
International Conference on Service Systems and Service Management, 2006, (Vol. 
1, pp. 785-790). IEEE. 

G. Bansal & D. Gefen, “The impact of personal dispositions on information sensitivity, 
privacy concern and trust in disclosing health information online”, Decision sup-
port systems, 2010, 49(2), 138-150. 

G. Bansal, F.M. Zahedi, & D. Gefen, “Do context and personality matter? Trust and 
privacy concerns in disclosing private information online”, Information & Man-
agement, 2016, 53(1), 1-21. 

J.A. Bargh, “THE CASE AGAINST THE CONTROLLABILITY OF AUTOMATIC 
STEREOTYPE EFFECTS”, Dual-process theories in social psychology, 1999, 361 

C. Bartneck, T. Bleeker, J. Bun, P. Fens & L. Riet, “The influence of robot anthropo-
morphism on the feelings of embarrassment when interacting with robots”. Pal-
adyn, 2010, 1, 109-115. 

M.H. Bastiansen, A.C. Kroon & T. Araujo, “Female chatbots are helpful, male chat-
bots are competent? The effects of gender and gendered language on human-
machine communication”, Publizistik, 2002, 1-23. 

G.S. Becker, “A Theory of the Allocation of Time”, The economic journal, 1965, 75(299), 
493-517. 

 G.S. Becker, “Nobel lecture: The economic way of looking at behavior”, Journal of 
political economy, 1993, 101(3), 385-409. 

D. Belanche, L.V. Casaló, J. Schepers & C. Flavián, “Examining the effects of 
robots’ physical appearance, warmth, and competence in frontline services: The 
Humanness‐Value‐Loyalty model”, Psychology & Marketing, 2021, 38(12), 
2357-2376. 

D.K. Berlo, J.B. Lemert & R.J. Mertz, “Dimensions for evaluating the acceptability 
of message sources”, Public opinion quarterly, 1969, 33(4), 563-576. 

S. Bernardini, K. Porayska-Pomsta & T. J. Smith, “ECHOES: An intelligent serious 
game for fostering social communication in children with autism”, Information 
Sciences, 2014, 264, 41-60. 

L.L. Berry, “Time-buying consumer”, Journal of Retailing, 1979, 55(4), 58-69. 
 A. Bhatnagar, S. Misra & H.R. Rao, “On risk, convenience, and Internet shopping 

behavior”, Communications of the ACM, 2000, 43(11), 98-105. 
T.W. Bickmore, L. M. Pfeifer & B. W. Jack, “Taking the time to care: empowering low 

health literacy hospital patients with virtual nurse agents”, In Proceedings of the 
SIGCHI conference on human factors in computing systems, 2009, pp. 1265-1274 

 J. Blascovich, J. Loomis, A. C. Beall, K. R. Swinth, C. L. Hoyt & J. N. Bailenson, “Im-



43

mersive virtual environment technology as a methodological tool for social psy-
chology”, Psychological inquiry, 2002, 13(2), 103-124. 

G.V. Bodenhausen, S. K. Kang & D. Peery, “Social categorization and the perception 
of social groups”, The Sage handbook of social cognition, 2012, 311-329. 

N. Bol, T. Dienlin, S. Kruikemeier, M. Sax, S.C. Boerman, J. Strycharz & C.H. De Vreese, 
“Understanding the effects of personalization as a privacy calculus: Analyzing 
self-disclosure across health, news, and commerce contexts”, Journal of Computer-
Mediated Communication, 2018, 23(6), 370-388. 

P. Bornet, I. Barkin & J. Wirtz, “Intelligent automation: Welcome to the world of hy-
perautomation: learn how to harness artificial intelligence to boost business & 
make our world more human”, World Scientific, 2021 

S. Botti & A.L. McGill, “The locus of choice: Personal causality and satisfaction with 
hedonic and utilitarian decisions”, Journal of Consumer Research, 2011, 37(6), 
1065-1078. 

S. Brahnam & A. De Angeli, “Gender affordances of conversational agents”, Interacting 
with Computers, 2012, 24(3), 139-153. 

D. Brinberg & R. Wood, “A resource exchange theory analysis of consumer behav-
ior”, Journal of Consumer Research, 1983, 10(3), 330-338. 

J.K. Burgoon, J. A. Bonito, B. Bengtsson, C. Cederberg, M. Lundeberg & L. Allspach, 
“Interactivity in human–computer interaction: A study of credibility, under-
standing, and influence”, Computers in human behavior, 2000, 16(6), 553-574. 

R. Burke, “Hybrid recommender systems: Survey and experiments”, User modeling 
and user-adapted interaction, 2002, 12, 331-370. 

R. Burke, A. Felfernig & M.H. Göker, “Recommender systems: An overview”, Ai Mag-
azine, 2011, 32(3), 13-18. 

J. Butler, “Sex and gender in Simone de Beauvoir’s Second Sex”, Yale French Stud-
ies, 1986, (72), 35-49. 

J. Butler, “Lana’s” Imitation”: Melodramatic repetition and the gender performative”, 
Genders, 1990, (9), 1-18. 

 J. Butler & G. Trouble, “Feminism and the Subversion of Identity”, Gender trouble, 
1990, 3(1). 

J.P. Byrnes, D.C. Miller & W.D. Schafer, “Gender differences in risk taking: A meta-
analysis”, Psychological bulletin, 1999, 125(3), 367. 

M. Carlson, “The robotic reporter: Automated journalism and the redefinition of la-
bor, compositional forms, and journalistic authority”, Digital journalism, 2015, 
3(3), 416-431. 

C.M. Carpinella, A. B. Wyman, M.A. Perez & S.J. Stroessner, “The robotic social at-
tributes scale (rosas) development and validation”, In Proceedings of the 2017 
ACM/IEEE International Conference on human-robot interaction, 2017, pp. 254-
262 

L.V. Casaló, C. Flavián & M. Guinalíu, “The role of security, privacy, usability and rep-
utation in the development of online banking”, Online Information Review, 2007, 
31(5), 583-603. 

 

avatar marketing



44 avatar marketing

N. Castelo & A. Ward, “Political affiliation moderates attitudes towards artificial in-
telligence”, ACR North American Advances, 2016 

N. Castelo, M.W. Bos & D.R. Lehmann, “Task-dependent algorithm aversion”, Jour-
nal of Marketing Research, 2019, 56(5), 809-825. 

J. Chandler & N. Schwarz, “Use does not wear ragged the fabric of friendship: Think-
ing of objects as alive makes people less willing to replace them”, Journal of Con-
sumer Psychology, 2010, 20(2), 138-145. 

S.E. Chang, A.Y. Liu & W.C. Shen, “User trust in social networking services: A com-
parison of Facebook and LinkedIn”, Computers in Human Behavior, 2017, 69, 207-
217. 

S. Choi, S.Q. Liu, & A.S. Mattila, ““How may I help you?” Says a robot: examining 
language styles in the service encounter”, International Journal of Hospitality Man-
agement, 2019, 82, 32-38. 

N.L. Collins & L.C. Miller, “Self-disclosure and liking: a meta-analytic review”, Psy-
chological bulletin, 1994, 116(3), 457. 

P. Costa, “Conversing with personal digital assistants: On gender and artificial in-
telligence”, Journal of Science and Technology of the Arts, 2018, 10(3), 59-72. 

P.C. Cozby, “Self-disclosure: a literature review”, Psychological bulletin, 1973, 
79(2), 73. 

M.V. Craiut & I.R. Iancu, “Is technology gender neutral? A systematic literature re-
view on gender stereotypes attached to artificial intelligence”, Human Technol-
ogy, 2022, 18(3), 297-315. 

A.E. Crowley, E.R. Spangenberg & K.R. Hughes, “Measuring the hedonic and utili-
tarian dimensions of attitudes toward product categories”, Marketing letters, 1992, 
3, 239-249. 

M.J. Culnan & P.K. Armstrong, “Information privacy concerns, procedural fairness, 
and impersonal trust: An empirical investigation”, Organization science, 1999, 
10(1), 104-115. 

R. Dalton, “Lion man takes pride of place as oldest statue”, Nature, 2003, 425(6953), 
7-8. 

J.C. Darian, “In-home shopping: are there consumer segments?”, Journal of retail-
ing, 1987 

T. Davenport, A. Guha, D. Grewal & T. Bressgott, “How artificial intelligence will change 
the future of marketing”, Journal of the Academy of Marketing Science, 2020, 48, 
24-42. 

C.M. De Melo, P.J. Carnevale, S.J. Read, & J. Gratch, “Reading people’s minds from 
emotion expressions in interdependent decision making”, Journal of personali-
ty and social psychology, 2014, 106(1), 73. 

E.J. De Visser, S.S. Monfort, K. Goodyear, L. Lu, M. O’Hara, M.R. Lee & F. Krueger, 
“A little anthropomorphism goes a long way: Effects of oxytocin on trust, com-
pliance, and team performance with automated agents”, Human factors, 2017, 
59(1), 116-133. 

K. Deaux, & B. Major, “Putting gender into context: An interactive model of gender-
related behavior”, Psychological review, 1987, 94(3), 369. 



45

J. Derby, “Anthropomorphism in Children’s Literature or ‘Mom, My Doll’s Talking 
Again’”, Elementary English, 1970, 47(2), 190-192. 

P.G. Devine, “Stereotypes and prejudice: Their automatic and controlled components”, 
Journal of personality and social psychology, 1989, 56(1), 5. 

P.G. Devine, “Implicit prejudice and stereotyping: how automatic are they? Intro-
duction to the special section”, Journal of Personality and Social Psychology, 2001, 
81(5), 757. 

R. Dhar, & K. Wertenbroch, “Consumer choice between hedonic and utilitarian goods”, 
Journal of marketing research, 2000, 37(1), 60-71. 

T. Dinev, & P. Hart, “An extended privacy calculus model for e-commerce transac-
tions”, Information systems research, 2006, 17(1), 61-80. 

F. Dufour, & C. Ehrwein Nihan, “Do robots need to be stereotyped? Technical char-
acteristics as a moderator of gender stereotyping”, Social sciences, 2016, 5(3), 27. 

A. Easwara Moorthy, & K. P. L. Vu, “Privacy concerns for use of voice-activated per-
sonal assistant in the public space”, International Journal of Human-Computer 
Interaction, 2015, 31(4), 307-335. 

N. Ellemers, “The group self”, Science, 2012, 336(6083), 848-852. 
N. Ellemers, “Gender stereotypes”, Annual review of psychology, 2018, 69, 275-298. 
N. Epley, A. Waytz, & J.T. Cacioppo, “On seeing human: a three-factor theory of an-

thropomorphism”, Psychological review, 2007, 114(4), 864. 
C.P. Ernst & N. Herm-Stapelberg, “Gender Stereotyping’s Influence on the Perceived 

Competence of Siri and Co”, 2020. 
R. Etemad-Sajadi, “The impact of online real-time interactivity on patronage intention: 

The use of avatars”, Computers in human behavior, 2016, 61, 227-232. 
F. Eyssel & F. Hegel, “(s)he’s got the look: Gender stereotyping of robots”, Journal 

of Applied Social Psychology, 2012, 42(9), 2213-2230 
F. Eyssel & D. Kuchenbrandt, “Social categorization of social robots: Anthropo-

morphism as a function of robot group membership”, British Journal of Social Psy-
chology, 2012, 51(4), 724-731. 

F. Eyssel, F. Hegel, G. Horstmann, & C. Wagner, “Anthropomorphic inferences from 
emotional nonverbal cues: A case study”, 19th international symposium in robot 
and human interactive communication, IEEE, 2010, pp. 646-651 

A. Fan, L. Wu, L. Miao & A. S. Mattila, “When does technology anthropomorphism 
help alleviate customer dissatisfaction after a service failure? –The moderating 
role of consumer technology self-efficacy and interdependent self-construal”, Jour-
nal of Hospitality Marketing & Management, 2020, 29(3), 269-290. 

T. Fernandes & N. Pereira, “Revisiting the privacy calculus: Why are consumers (re-
ally) willing to disclose personal data online?”, Telematics and Informatics, 2021, 
65, 101717. 

U.G. Foa, “Interpersonal and Economic Resources: Their structure and differential 
properties offer new insight into problems of modern society”, Science, 1971, 
171(3969), 345-351. 

J. Fox, S.J. Ahn, J.H. Janssen, L. Yeykelis, K.Y. Segovia, & J.N. Bailenson, “Avatars 
versus agents: a meta-analysis quantifying the effect of agency on social influ-
ence”,  Human–Computer Interaction, 2015, 30(5), 401-432. 

avatar marketing



46 avatar marketing

C. Freeman, & I. Beaver, “The effect of response complexity and media on user re-
statement with multimodal virtual assistants”, International Journal of Human-
Computer Studies, 2018, 119, 12-27. 

A. Gambino, J. Fox, & R.A. Ratan, “Building a stronger CASA: Extending the computers 
are social actors paradigm”, Human-Machine Communication, 2020, 1, 71-85. 

M. Garau, M. Slater, V. Vinayagamoorthy, A. Brogni, A. Steed, & M.A. Sasse, “The 
impact of avatar realism and eye gaze control on perceived quality of commu-
nication in a shared immersive virtual environment”, In Proceedings of the SIGCHI 
conference on Human factors in computing systems, 2003, pp. 529-536. 

N. Gerber, P. Gerber, & M. Volkamer, “Explaining the privacy paradox: A systemat-
ic review of literature investigating privacy attitude and behavior”, Computers 
& Security, 2018, 77, 226-261. 

M. Gieselmann, & K. Sassenberg, “The More Competent, the Better? The Effects of 
Perceived Competencies on Disclosure Towards Conversational Artificial Intel-
ligence”, Social Science Computer Review, 2022, 08944393221142787. 

O. Gillath, P. R. Shaver, M. Mikulincer, R E. Nitzberg, A. Erez, & M.H. Van Ijzendoorn, 
“Attachment, caregiving, and volunteering: Placing volunteerism in an attach-
ment-theoretical framework”, Personal Relationships, 2005, 12(4), 425-446. 

P.L. Gillett, “A profile of urban in-home shoppers”, Journal of Marketing, 1970, 34(3), 
40-45. 

L. Gong, “How social is social responses to computers? The function of the degree 
of anthropomorphism in computer representations”, Computers in Human Be-
havior, 2008, 24(4), 1494-1509. 

C. Grönroos, “Service management and marketing”, Lexington books, 1990, Vol. 27. 
J. Grossklags, & A. Acquisti, “When 25 Cents is Too Much: An Experiment on Will-

ingness-To-Sell and Willingness-To-Protect Personal Information”, In WEIS, 2007. 
Y. Guo, X. Yin, D. Liu, & S.X. Xu, “She is not just a computer: Gender Role of AI Chat-

bots in Debt Collection”, 2020. 
D. Gursoy, O.H. Chi, L. Lu, & R. Nunkoo, “Consumers acceptance of artificially in-

telligent (AI) device use in service delivery”, International Journal of Informa-
tion Management, 2019, 49, 157-169. 

P.E. Gustafsod, “Gender Differences in risk perception: Theoretical and methodological 
perspectives”, Risk Analysis, 1998, 18(6), 805-811. 

Q.A. Ha, J.V. Chen, H.U. Uy, & E.P. Capistrano, “Exploring the privacy concerns in 
using intelligent virtual assistants under perspectives of information sensitivi-
ty and anthropomorphism”, International Journal of Human–Computer Interac-
tion, 2021, 37(6), 512-527. 

M.C. Han, “The impact of anthropomorphism on consumers’ purchase decision in 
chatbot commerce”, Journal of Internet Commerce, 2021, 20(1), 46-65. 

J.G. Hanna, “A typology of consumer needs”, Research in Marketing, 1980, 3(1), 83-
104. 

T. Hentschel, S. Braun, C. Peus, & D. Frey, “The communality-bonus effect for male 
transformational leaders–leadership style, gender, and promotability”, European 
Journal of Work and Organizational Psychology, 2018, 27(1), 112-125. 



47

T. Hentschel, M.E. Heilman, & C.V. Peus, “The multiple dimensions of gender stereo-
types: A current look at men’s and women’s characterizations of others and them-
selves”, Frontiers in Psychology, 2019, 11. 

E. Hermann, “Anthropomorphized artificial intelligence, attachment, and consumer 
behavior”, Marketing Letters, 2022, 1-6. 

E.T. Higgins, “Promotion and prevention: Regulatory focus as a motivational prin-
ciple”, Advances in experimental social psychology, 1998, Vol. 30, pp. 1-46, Aca-
demic Press. 

E.C. Hirschman, “Innovativeness, novelty seeking, and consumer creativity”, Jour-
nal of consumer research, 1980, 7(3), 283-295. 

M.B. Holbrook, & R.M. Schindler, “Age, sex, and attitude toward the past as predictors 
of consumers’ aesthetic tastes for cultural products”, Journal of Marketing research, 
1994, 31(3), 412-422. 

M. Holzwarth, C. Janiszewski, & M.M. Neumann, “The influence of avatars on on-
line consumer shopping behavior”, Journal of marketing, 2006, 70(4), 19-36. 

G.C. Homans, “The humanities and the social sciences”, American Behavioral Scientist, 
1961, 4(8), 3-6. 

J. Horai, N. Naccari, & E. Fatoullah, “The effects of expertise and physical attractiveness 
upon opinion agreement and liking”, Sociometry, 1974, 601-606. 

C.I. Hovland, & W. Weiss, “The influence of source credibility on communication ef-
fectiveness”, Public opinion quarterly, 1951, 15(4), 635-650. 

C.I. Hovland, I.L. Janis, & H. H. Kelley, “Communication and persuasion”, 1953. 
J.A. Howard, & J.N. Sheth, “The theory of buyer behavior”, New York, 1969, 63, 145. 
M. H. Huang, & R.T. Rust, “Engaged to a robot? The role of AI in service”, Journal 

of Service Research, 2021, 24(1), 30-41. 
Y. Huang, & L. Qian, “Understanding the potential adoption of autonomous vehicles 

in China: The perspective of behavioral reasoning theory”, Psychology & Marketing, 
2021, 38(4), 669-690. 

Y. Jiang, & C. Lu Wang, “The impact of affect on service quality and satisfaction: the mod-
eration of service contexts”, Journal of Services Marketing, 2006, 20(4), 211-218. 

J. Johansson, & J. Sparredal, “Celebrity endorsements: A case study of Axa and the 
Ludmila Engquist incident”, 2002. 

A.N. Joinson, U.D. Reips, T. Buchanan, & C. B. P. Schofield, “Privacy, trust, and self-
disclosure online”, Human–Computer Interaction, 2010, 25(1), 1-24. 

J.A. Joireman, L.P. III, & J. Hammersla, “Empathy and the self-absorption paradox: 
Support for the distinction between self-rumination and self-reflection”, Self and 
Identity, 2002, 1(1), 53-65. 

S.H. Kang, J.H. Watt, & S.K. Ala, “Communicators’ perceptions of social presence as 
a function of avatar realism in small display mobile communication devices”, Pro-
ceedings of the 41st Annual Hawaii International Conference on System Sciences 
(HICSS 2008), 2008, pp. 147-147, IEEE. 

L.A. Keefer, M.J. Landau, Z.K. Rothschild, & D. Sullivan, “Attachment to objects as 
compensation for close others’ perceived unreliability”, Journal of Experimental 
Social Psychology, 2012, 48(4), 912-917. 

avatar marketing



48 avatar marketing

N. Kervyn, S.T. Fiske, & C. Malone, “Brands as intentional agents framework: How 
perceived intentions and ability can map brand perception”, Journal of Consumer 
Psychology, 2012, 22(2), 166-176. 

P. Khadpe, R. Krishna, L. Fei-Fei, JT. Hancock, & M.S. Bernstein, “Conceptual 
metaphors impact perceptions of human-AI collaboration”, Proceedings of the ACM 
on Human-Computer Interaction, 2020, 4(CSCW2), 1-26. 

U. Khan, R. Dhar, & K. Wertenbroch, “A behavioral decision theory perspective on 
hedonic and utilitarian choice”, Inside consumption, 2005, pp. 166-187, Rout-
ledge. 

C.W.C. Ki, E. Cho, & J.E. Lee, “Can an intelligent personal assistant (IPA) be your 
friend? Para-friendship development mechanism between IPAs and their users”, 
Computers in Human Behavior, 2020, 111, 106412. 

J. Kim, & I. Im, “Anthropomorphic response: Understanding interactions between 
humans and artificial intelligence agents”, Computers in Human Behavior, 
2023, 139, 107512. 

J. Kim, M. Giroux, & J.C. Lee, “When do you trust AI? The effect of number presentation 
detail on consumer trust and acceptance of AI recommendations”, Psychology & 
Marketing, 2021, 38(7), 1140-1155. 

S. Kokolakis, “Privacy attitudes and privacy behaviour: A review of current research 
on the privacy paradox phenomenon”, Computers & security, 2017, 64, 122-134. 

Y. Koren, R. Bell, & C. Volinsky, “Matrix factorization techniques for recommender 
systems”, Computer, 2009, 42(8), 30-37. 

P. Kotler, K. L. Keller, F. Ancarani, & M. Costabile, “Marketing management 14/e”, 
Pearson, 2014. 

M. Krafft, C. M. Arden, & P.C. Verhoef, “Permission marketing and privacy concerns—
Why do customers (not) grant permissions?”, Journal of interactive marketing, 
2017, 39(1), 39-54. 

K.J. Lancaster, “A new approach to consumer theory”, Journal of political economy, 
1966, 74(2), 132-157. 

J.R. Landwehr, A.L. McGill, & A. Herrmann, “It’s got the look: The effect of friend-
ly and aggressive ‘facial’ expressions on product liking and sales”, Journal of mar-
keting, 2011, 75(3), 132-146. 

C.D. Lanier Jr, C.S. Rader, & A.R. Fowler III, “Anthropomorphism, marketing rela-
tionships, and consumption worth in the Toy Story trilogy”, Journal of Market-
ing Management, 2013, 29(1-2), 26-47. 

R.S. Laufer, & M. Wolfe, “Privacy as a concept and a social issue: A multidimensional 
developmental theory”, Journal of social Issues, 1977, 33(3), 22-42. 

S. Lee, & J. Choi, “Enhancing user experience with conversational agent for movie 
recommendation: Effects of self-disclosure and reciprocity”, International Jour-
nal of Human-Computer Studies, 2017, 103, 95-105. 

X. Leo, & Y.E. Huh, “Who gets the blame for service failures? Attribution of re-
sponsibility toward robot versus human service providers and service firms”, Com-
puters in Human Behavior, 2020, 113, 106520. 

E. Leung, G. Paolacci, & S. Puntoni, “Man versus machine: Resisting automation in 



49

identity-based consumer behavior”, Journal of Marketing Research, 2018, 55(6), 
818-831. 

N.H. Lien, & S.L. Kao, “The effects of service quality dimensions on customer satis-
faction across different service types: Alternative differentiation as a moderator”, 
ACR North American Advances, 2008. 

M. Limayem, S.G. Hirt, & C.M. Cheung, “How habit limits the predictive power of 
intention: The case of information systems continuance”, MIS quarterly, 2007, 
705-737. 

X.S. Liu, X. S. Yi, & L.C. Wan, “Friendly or competent? The effects of perception of 
robot appearance and service context on usage intention”, Annals of Tourism Re-
search, 2022, 92, 103324. 

C. Longoni, & L. Cian, “Artificial intelligence in utilitarian vs. hedonic contexts: The 
‘word-of-machine’ effect”, Journal of Marketing, 2022, 86(1), 91-108. 

C. Lovelock, & P. Patterson, “Services marketing”, Pearson Australia, 2015 
G.M. Lucas, J. Gratch, A. King, & L.P. Morency, “It’s only a computer: Virtual humans 

increase willingness to disclose,” Computers in Human Behavior, 2014, 37, 94-100. 
J.E. Maddux & R. W. Rogers, “Effects of source expertness, physical attractiveness, 

and supporting arguments on persuasion: A case of brains over beauty,” Jour-
nal of Personality and Social Psychology, 1980, 39(2), 235. 

S. Makridakis, “The forthcoming Artificial Intelligence (AI) revolution: Its impact on 
society and firms,” Futures, 2017, 90, 46-60. 

M.M. Mariani, R. Perez‐Vega, & J. Wirtz, “AI in marketing, consumer research and 
psychology: A systematic literature review and research agenda,” Psychology & 
Marketing, 2022, 39(4), 755-776. 

A. Marshall, “Is this the world’s first good robot album,” BBC Culture, 2018, January 
21. 

A.H. Maslow, Motivation and Personality (2nd ed.), 1970, New York: Harper & Row. 
J.C. McCroskey, “Scales for the measurement of ethos,” 1966. 
M. McDonnell & D. Baxter, “Chatbots and gender stereotyping,” Interacting with Com-

puters, 2019, 31(2), 116-121. 
L. McGinty & J. Reilly, “On the evolution of critiquing recommenders,” in Recommender 

Systems Handbook, Boston, MA: Springer US, 2010, pp. 419-453. 
W.J. McGuire, “Personality and attitude change: An information-processing theo-

ry,” Psychological Foundations of Attitudes, 1968, 171-196. 
W.J. McGuire, “Attitudes and attitude change,” in: W. J. McGuire, G. Lindzey, & E. 

Aronson (eds.), Handbook of Social Psychology, 1985, Vol. 2. 
R. Mehta, J. Verghese, S. Mahajan, S. Barykin, S. Bozhuk, N. Kozlova, et al., “Con-

sumers’ behavior in conversational commerce marketing based on messenger chat-
bots,” F1000Research, 2022, 11, 647. 

F. Miao, I. V. Kozlenkova, H. Wang, T. Xie, & R. W. Palmatier, “An emerging theory 
of avatar marketing,” Journal of Marketing, 2022, 86(1), 67-90. 

M. Mikulincer, P.R. Shaver, & D. Pereg, “Attachment theory and affect regulation: 
The dynamics, development, and cognitive consequences of attachment-relat-
ed strategies,” Motivation and Emotion, 2003, 27, 77-102. 

avatar marketing



50 avatar marketing

J. Mills & J. Harvey, “Opinion change as a function of when information about the 
communicator is received and whether he is attractive or expert,” Journal of Per-
sonality and Social Psychology, 1972, 21(1), 52. 

G.R. Milne & M.E. Gordon, “Direct mail privacy-efficiency trade-offs within an im-
plied social contract framework,” Journal of Public Policy & Marketing, 1993, 12(2), 
206-215. 

N. Mohamed & I.H. Ahmad, “Information privacy concerns, antecedents and privacy 
measure use in social networking sites: Evidence from Malaysia,” Computers in 
Human Behavior, 2012, 28(6), 2366-2375. 

S. Moussawi & M. Koufaris, “Perceived intelligence and perceived anthropomorphism 
of personal intelligent agents: Scale development and validation,” 2019. 

C.H.A. Namjun, C.H.O. Hosoo, L.E.E. Sangman & J. Hwang, “Effect of AI recom-
mendation system on the consumer preference structure in e-commerce: Based 
on two types of preference,” in 2019 21st International Conference on Advanced 
Communication Technology (ICACT), IEEE, 2019, pp. 77-80. 

C. Nass & Y. Moon, “Machines and mindlessness: Social responses to computers,” Jour-
nal of Social Issues, 2000, 56(1), 81-103. 

C. Nass, B.J. Fogg, & Y. Moon, “Can computers be teammates?,” International Jour-
nal of Human-Computer Studies, 1996, 45(6), 669-678. 

C. Nass, Y. Moon, & P. Carney, “Are people polite to computers? Responses to com-
puter‐based interviewing systems,” Journal of Applied Social Psychology, 1999, 
29(5), 1093-1109. 

C. Nass, Y. Moon, & N. Green, “Are machines gender neutral? Gender‐stereotypic re-
sponses to computers with voices,” Journal of Applied Social Psychology, 1997, 
27(10), 864-876. 

G.J. Nowak & J. Phelps, “Direct marketing and the use of individual‐level consumer 
information: Determining how and when “privacy” matters,” Journal of Direct 
Marketing, 1997, 11(4), 94-108. 

K.L. Nowak & J. Fox, “Avatars and computer-mediated communication: A review of 
the definitions, uses, and effects of digital representations,” Review of Commu-
nication Research, 2018, 6, 30-53. 

R. Ohanian, “Construction and validation of a scale to measure celebrity en-
dorsers’ perceived expertise, trustworthiness, and attractiveness,” Journal of Ad-
vertising, 1990, 19(3), 39-52. 

A. Paiva, I. Leite, H. Boukricha, & I. Wachsmuth, “Empathy in virtual agents and robots: 
A survey,” ACM Transactions on Interactive Intelligent Systems (TiiS), 2017, 7(3), 
1-40. 

D. Pal, C. Arpnikanondt, & M. A. Razzaque, “Personal information disclosure via voice 
assistants: the personalization–privacy paradox,” SN Computer Science, 2020, 1, 
1-17. 

D. Pal, C. Arpnikanondt, M. A. Razzaque, & S. Funilkul, “To trust or not-trust: pri-
vacy issues with voice assistants,” IT Professional, 2020, 22(5), 46-53. 

E. Pariser, “The Filter Bubble: What the Internet Is Hiding from You”, 2011, Penguin 
UK. 



51

M.J. Pazzani, “A framework for collaborative, content-based and demographic fil-
tering,” Artificial Intelligence Review, 1999, 13, 393-408. 

N. Pfeuffer, A. Benlian, H. Gimpel, & O. Hinz, “Anthropomorphic information sys-
tems,” Business & Information Systems Engineering, 2019, 61, 523-533. 

V. Pitardi, & H.R. Marriott, “Alexa, she’s not human but… Unveiling the drivers of 
consumers’ trust in voice‐based artificial intelligence,” Psychology & Marketing, 
2021, 38(4), 626-642. 

G. Pizzi, D. Scarpi, & E. Pantano, “Artificial intelligence and the new forms of in-
teraction: Who has the control when interacting with a chatbot?,” Journal of Busi-
ness Research, 2021, 129, 878-890. 

G. Pizzi, V. Vannucci, V. Mazzoli, & R. Donvito, “I, chatbot! The impact of anthro-
pomorphism and gaze direction on willingness to disclose personal information 
and behavioral intentions,” Psychology & Marketing, 2023, 40(7), 1372-1387. 

K. Plangger, & M. Montecchi, “Thinking beyond privacy calculus: Investigating reac-
tions to customer surveillance,” Journal of Interactive Marketing, 2020, 50(1), 32-
44. 

A. Powers, & S. Kiesler, “The advisor robot: Tracing people’s mental model from a 
robot’s physical attributes,” Proceedings of the 1st ACM SIGCHI/SIGART Confer-
ence on Human-Robot Interaction, 2006, pp. 218-225. 

A. Powers, A.D. Kramer, S. Lim, J. Kuo, S.L. Lee, & S. Kiesler, “Eliciting information 
from people with a gendered humanoid robot,” ROMAN 2005. IEEE Internation-
al Workshop on Robot and Human Interactive Communication, 2005, pp. 158-163. 
IEEE. 

R. Pozharliev, M. De Angelis, D. Rossi, S. Romani, W. Verbeke, & P. Cherubino, “At-
tachment styles moderate customer responses to frontline service robots: Evi-
dence from affective, attitudinal, and behavioral measures,” Psychology & Mar-
keting, 2021, 38(5), 881-895. 

D.A. Prentice, & E. Carranza, “What women and men should be, shouldn’t be, are 
allowed to be, and don’t have to be: The contents of prescriptive gender stereo-
types,” Psychology of Women Quarterly, 2002, 26(4), 269-281. 

L. Qiu, & I. Benbasat, “Evaluating anthropomorphic product recommendation agents: 
A social relationship perspective to designing information systems,” Journal of 
Management Information Systems, 2009, 25(4), 145-182. 

S. Qiu, H. Liu, Z. Zhang, Y. Zhu, & S. C. Zhu, “Human-robot interaction in a shared 
augmented reality workspace,” 2020 IEEE/RSJ International Conference on In-
telligent Robots and Systems (IROS), October 2020, pp. 11413-11418. IEEE. 

C. Quackenbush, “A painting made by artificial intelligence has been sold at auction 
for $432,500,” 2018. 

Z. Ramadan, M.F. Farah, & L. El Essrawi, “From Amazon. com to Amazon. love: How 
Alexa is redefining companionship and interdependence for people with special 
needs,” Psychology & Marketing, 2021, 38(4), 596-609. 

B.T. Ratchford, “The economics of consumer knowledge,” Journal of Consumer Re-
search, 2001, 27(4), 397-411. 

E. Richard, & R.M. Emerson, “Social exchange theory,” Annual Review of Sociology, 
1976, 2(1), 335-362. 

avatar marketing



52 avatar marketing

S.C. Robinson, “Self-disclosure and managing privacy: Implications for interpersonal 
and online communication for consumers and marketers,” Journal of Internet Com-
merce, 2017, 16(4), 385-404. 

A. Rohunen, & J. Markkula, “Development of personal information privacy concerns 
evaluation,” Encyclopedia of Information Science and Technology, Fourth Edition, 
2018, pp. 4862-4871. IGI Global. 

A. Rohunen, J. Markkula, M. Heikkilä, & M. Oivo, “Explaining diversity and conflicts 
in privacy behavior models,” Journal of Computer Information Systems, 2018. 

A.M. Rosenthal-Von Der Pütten, F.P. Schulte, S.C. Eimler, S. Sobieraj, L. Hoffmann, 
S. Maderwald, et al., “Investigations on empathy towards humans and robots us-
ing fMRI,” Computers in Human Behavior, 2014, 33, 201-212. 

S.A. Ross, “The economic theory of agency: The principal’s problem,” The American 
Economic Review, 1973, 63(2), 134-139. 

R. Roy, & V. Naidoo, “Enhancing chatbot effectiveness: The role of anthropomorphic 
conversational styles and time orientation,” Journal of Business Research, 2021, 
126, 23-34. 

A.M.T. Russell, & S.T. Fiske, “It’s all relative: Competition and status drive interpersonal 
perception,” European Journal of Social Psychology, 2008, 38(7), 1193-1201. 

J.B. Schafer, D. Frankowski, J. Herlocker, & S. Sen, “Collaborative filtering recom-
mender systems,” The Adaptive Web: Methods and Strategies of Web Personaliza-
tion, 2007, pp. 291-324. Berlin, Heidelberg: Springer Berlin Heidelberg. 

C. Schild, J. Stern, & I. Zettler, “Linking men’s voice pitch to actual and perceived 
trustworthiness across domains,” Behavioral Ecology, 2020, 31(1), 164-175. 

C. B. P. Schofield, & A. N. Joinson, “Privacy, trust, and disclosure online,” Psychological 
Aspects of Cyberspace: Theory, Research, Applications, 2008, pp. 13-31. 

R.M. Schuetzler, J.S. Giboney, G.M. Grimes, & J.F. Nunamaker Jr., “The influence 
of conversational agent embodiment and conversational relevance on socially 
desirable responding,” Decision Support Systems, 2018, 114, 94-102. 

H. Schwär, & Q. Moynihan, “Companies like Amazon may give devices like Alexa fe-
male voices to make them seem ’caring’,” Business Insider, 2020. 

A.M. Seeger, J. Pfeiffer, & A. Heinzl, “When do we need a human? Anthropomorphic 
design and trustworthiness of conversational agents,” 2017. 

V. Sevillano, & S. T. Fiske, “Warmth and competence in animals,” Journal of Applied 
Social Psychology, 2016, 46(5), 276-293. 

J.N. Sheth, B. I. Newman, & B. L. Gross, “Why we buy what we buy: A theory of con-
sumption values,” Journal of Business Research, 1991, 22(2), 159-170. 

M. Siegel, C. Breazeal, & M.I. Norton, “Persuasive robotics: The influence of robot 
gender on human behavior,” 2009 IEEE/RSJ International Conference on In-
telligent Robots and Systems, 2009, pp. 2563-2568. IEEE. 

M.R. Solomon, “The role of products as social stimuli: A symbolic interactionism per-
spective”, Journal of Consumer Research, 1983, 10(3), 319-329. 

M.R. Stafford, T.F. Stafford, & E. Day, “A contingency approach: The effects of 
spokesperson type and service type on service advertising perceptions,” Journal 
of Advertising, 2002, 31(2), 17-35. 



53

J. Sterne, “Artificial intelligence for marketing: Practical applications,” John Wiley 
& Sons, 2017. 

S.J. Stroessner, & J. Benitez, “The social perception of humanoid and non-humanoid 
robots: Effects of gendered and machinelike features”, International Journal of 
Social Robotics, 2019, 11, 305-315. 

C.R. Sunstein, “Echo chambers: Bush v. Gore, impeachment, and beyond”, Prince-
ton University Press, 2001. 

H. Tajfel, M. G. Billig, R. P. Bundy, & C. Flament, “Social categorization and inter-
group behaviour”, European Journal of Social Psychology, 1971, 1 

J.W. Thibaut, H.H. Kelley, “The social psychology of groups”, New York: Wiley, 1959. 
C. Tikkinen-Piri, A. Rohunen, J. Markkula, “EU General Data Protection Regulation: 

Changes and implications for personal data collecting companies”, Computer Law 
& Security Review, 2018, 34(1), 134-153. 

J.C. Turner, R. S. Onorato, “Social identity, personality, and the self-concept”, In The 
Psychology of the Social Self, T. R. Tyler, R. M. Kramer, O. P. John, Eds., Lawrence 
Erlbaum, Mahwah, NJ, 1999, pp. 11-46. 

J.C. Turner, M. A. Hogg, P.J. Oakes, S.D. Reicher, M.S. Wetherell, “Rediscovering the 
Social Group: A Self-Categorization Theory”, Blackwell, Oxford, UK, 1987. 

T. Verhagen, J. Van Nes, F. Feldberg, W. Van Dolen, “Virtual customer service agents: 
Using social presence and personalization to shape online service encounters”, 
Journal of Computer-Mediated Communication, 2014, 19(3), 529-545. 

B. Verplanken, W. Wood, “Interventions to break and create consumer habits”, Jour-
nal of Public Policy & Marketing, 2006, 25(1), 90-103. 

C. Voss, H. Perks, R. Sousa, L. Witell, N. V. Wünderlich, “Reflections on context in 
service research”, Journal of Service Management, 2016, 27(1), 30-36. 

R. Wakefield, “The influence of user affect in online information disclosure”, The Jour-
nal of Strategic Information Systems, 2013, 22(2), 157-174. 

L. Watson, “Educating for good questioning as a democratic skill”, In The Routledge 
Handbook of Social Epistemology, Routledge, 2019, pp. 437-446. 

A. Waytz, J. Heafner, N. Epley, “The mind in the machine: Anthropomorphism in-
creases trust in an autonomous vehicle”, Journal of Experimental Social Psychology, 
2014, 52, 113-117. 

E. Wen Wan, R. Peng Chen, L. Jin, “Judging a book by its cover? The effect of an-
thropomorphism on product attribute processing and consumer preference”, Jour-
nal of Consumer Research, 2017, 43(6), 1008-1030. 

C. West, D. H. Zimmerman, “Doing gender”, Gender & Society, 1987, 1(2), 125-151. 
M. West, R. Kraut, H. Ei Chew, “I’d blush if I could: closing gender divides in digital 

skills through education”, 2019. 
L.R. Wheeless, “Self‐disclosure and interpersonal solidarity: Measurement, valida-

tion, and relationships”, Human Communication Research, 1976, 3(1), 47-61. 
R.W. White, “Motivation reconsidered: the concept of competence”, Psychological Re-

view, 1959, 66(5), 297. 
J.L. Whitehead Jr, “Factors of source credibility”, Quarterly Journal of Speech, 1968, 

54(1), 59-63. 

avatar marketing



54 avatar marketing

J. Wirtz, P. G. Patterson, W. H. Kunz, T. Gruber, V. N. Lu, S. Paluch, A. Martins, “Brave 
new world: service robots in the frontline”, Journal of Service Management, 2018, 
29(5), 907-931. 

H. Xu, T. Dinev, J. Smith, P. Hart, “Information privacy concerns: Linking individ-
ual perceptions with institutional privacy assurances”, Journal of the Association 
for Information Systems, 2011, 12(12), 1. 

Y. Yang, Y. Liu, X. Lv, J. Ai, Y. Li, “Anthropomorphism and customers’ willingness to 
use artificial intelligence service agents”, Journal of Hospitality Marketing & Man-
agement, 2022, 31(1), 1-23. 

N. Yee, J.N. Bailenson, K. Rickertsen, “A meta-analysis of the impact of the inclusion 
and realism of human-like faces on user experiences in interfaces”, In Proceed-
ings of the SIGCHI Conference on Human Factors in Computing Systems, 2007, pp. 
1-10. 

C.E. Yu, “Humanlike robots as employees in the hotel industry: Thematic content anal-
ysis of online reviews”, Journal of Hospitality Marketing & Management, 2020, 
29(1), 22-38. 

L. Yuan, A.R. Dennis, “Acting like humans? Anthropomorphism and consumer’s will-
ingness to pay in electronic commerce”, Journal of Management Information Sys-
tems, 2019, 36(2), 450-477. 

H. Zhang, J. Sun, F. Liu, J.G. Knight, “Be rational or be emotional: Advertising ap-
peals, service types and consumer responses”, European Journal of Marketing, 
2014, 48(11/12), 2105-2126. 

Q. Zhang, J. Lu, Y. Jin, “Artificial intelligence in recommender systems”, Complex & 
Intelligent Systems, 2021, 7(1), 439-457. 

D.H. Zhu, Y.P. Chang, “Robot with humanoid hands cooks food better? Effect of robot-
ic chef anthropomorphism on food quality prediction”, International Journal of 
Contemporary Hospitality Management, 2020, 32(3), 1367-1383. 

 
Sitography 
 
Artificial Intelligence: in-depth market analysis | Statista. (2023, April 5). Statista. 

https://www.statista.com/study/50485/in-depth-report-artificial-intelligence/  
Barbara K. (2021, July). Research Priotities 2020-2022. Marketing Science Institute. 

https://www.msi.org/wp-content/uploads/2021/07/MSI-2020-22-Research-
Priorities-final.pdf  

Bergur T. (2023, August 22). Global artificial intelligence market size 2021-2030. 
Statista. https://www.statista.com/statistics/1365145/artificial-intelligence-
market-size/ 

Cos’è l’Intelligenza Artificiale. Accenture. https://www.accenture.com/it-it/in-
sights/artificial-intelligence-summary-index  

Digital Human Avatar Market Size, share, industry Forecast by 2032. Emergen Re-
search. https://www.emergenresearch.com/industry-report/digital-human-
avatar-market  

Gartner Predicts 25% of People Will Spend At Least One Hour Per Day in. (2022, Febru-



55

ary 7). Gartner. https://www.gartner.com/en/newsroom/press-releases/2022-
02-07-gartner-predicts-25-percent-of-people-will-spend-at-least-one-hour-per-
day-in-the-metaverse-by-2026  

Grattagliano, F., Colletti G. (2022, September 11). Brand in azione per conquistare 
nuovi mondi nel metaverso. Il Sole 24 ORE. https://www.ilsole24ore.com/art/ 
brand-azione-conquistare-nuovi-mondi-metaverso-AEano2rB  

Maheshwari, R. (2023, April 3). What Is Artificial Intelligence (AI) And How Does 
It Work? Forbes Advisor INDIA. https://www.forbes.com/advisor/in/busi-
ness/software/what-is-ai/  

Marketing in the metaverse: An opportunity for innovation and experimentation. (2022, 
May 24). McKinsey & Company. https://www.mckinsey.com/capabilities/growth-
marketing-and-sales/our-insights/marketing-in-the-metaverse-an-opportuni-
ty-for-innovation-and-experimentation  

Notes from the AI frontier: Applications and value of deep learning. (2018, April 17). 
McKinsey & Company. https://www.mckinsey.com/featured-insights/artifi-
cial-intelligence/notes-from-the-ai-frontier-applications-and-value-of-deep-
learning  

Research Report: AI and the Power of Perception | DataRobot AI Platform. (2022, 
July 19). DataRobot AI Platform. https://www.datarobot.com/resources/ai-pow-
er-perception/  

Soluzioni software di Intelligenza Artificiale. SAS Italy. https://www.sas.com/it_it/so-
lutions/ai.html  

Teich, D. A. (2019, December 3). Management AI: recommendation systems. 
Forbes. https://www.forbes.com/sites/davidteich/2019/12/03/management-
ai-recommendation-systems/  

What is artificial intelligence (AI)? | Gartner. https://www.gartner.com/en/top-
ics/artificial-intelligence  

What is the metaverse? (2022, August 17). McKinsey & Company. https://www.mck-
insey.com/featured-insights/mckinsey-explainers/what-is-the-metaverse 

avatar marketing



APPENDICES



57

appendix a: stimulus material for the pretest (independent variable) 
 

Figure A.1 – Utilitarian service 

Figure A.2 – Hedonic service 
 

appendix b: stimulus material for the pretest (moderator) 

Figure B.1 – Daniel Kalt (Male Avatar)
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Figure B.2 – YUMI (Female Avatar) 
 

appendix c: pretest design 
 

Introduction 
 

Hi everyone! My name is Arianna Minnetti and I am a student of the Master’s course 
in Marketing at Luiss Guido Carli University. I am working on my thesis project, which 
aims to investigate the effectiveness of digital human avatars in recommending dif-
ferent types of services. Only a limited number of people will take part in this study, 
hence YOUR opinion on this topic is very important for the success of the project. 
Your answers will be COMPLETELY ANONYMOUS. Your name and the single answers 
will not be shared with anyone 

 
Instructions 

 
You will see the image of a Digital Human Avatar and you will be asked to answer 
one question about it. 

 
Randomized exposure to one of two scenarios 

  
Look carefully at the image below 
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Look carefully at the image below 

1st Set of Questions (Avatar Gender Manipulation Check) 
  

Second instructions 
 
You will read a short description of a situation in which you want to purchase a par-
ticular type of service and will be asked to answer one question about it. 

 
Randomized exposure to one of two scenarios 
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2nd Set of Questions (Service Type Manipulation Check) 

 
Third instructions 

 
We’re almost done. I will now ask you some questions about yourself. Please read 
each of the following questions carefully and select the answer that suits you best. 

 
3rd Set of Questions (Socio-Demographic Questions) 
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appendix d: pretest results 

 
A. Sample Structure 
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B. Independent sample T-test (Independent Variable Manipulation Check) 

 

  
 
 
 



63

C. Independent sample T-test (Avatar Gender Manipulation Check – Gender F) 

D. Independent sample T-test (Avatar Gender Manipulation Check – Gender M) 

 

E. Independent sample T-test (Avatar Gender Manipulation Check – Gender N) 
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appendix e: main study design 
 

Introduction 
 

Hi everyone! My name is Arianna Minnetti and I am a student of the Master’s course 
in Marketing at Luiss Guido Carli University. I am working on my thesis project, which 
aims to investigate the effectiveness of digital human avatars in recommending dif-
ferent types of services. Only a limited number of people will take part in this study, 
hence YOUR opinion on this topic is very important for the success of the project. 
Your answers will be COMPLETELY ANONYMOUS. Your name and the single answers 
will not be shared with anyone. 

 
Instructions 

 
You will see the image of a Digital Human Avatar and you will be asked to answer 
one question about it. 

 
Randomized exposure to one of two scenarios 

 
Look carefully at the image below 

Look carefully at the image below 
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Second instructions 
 
You will read a short description of a situation in which you want to purchase a par-
ticular type of service and will be asked to answer one question about it. 

 
Randomized exposure to one of two scenarios 
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2nd Set of Questions (Service Type Manipulation Check) 

Third instructions 
 

Now the second part of this study begins. 
 

You will read the description of a situation where you will be assisted by a Digital 
Human Avatar to purchase a particular type of service. Please read carefully. 

 
Randomized exposure to one of four scenarios 

 
Imagine you want to open a current account. You go to a bank that provides you 
with Daniel, a Digital Human Avatar who can understand your verbal and non-ver-
bal language in order to interact with you. 

Daniel’s job is to help you find the type of current account that best suits you based 
on your needs and requirements. 
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Imagine you want to spend a day in wellness. You go to a spa that provides you with 
Daniel, a Digital Human Avatar who can understand your verbal and non-verbal lan-
guage in order to interact with you. 

Daniel’s job is to help you find the treatment that suits you best based on your 
needs and requirements.  

Imagine you want to open a current account. You go to a bank that provides you 
with Yumi, a Digital Human Avatar who can understand your verbal and non-ver-
bal language in order to interact with you. 

Yumi’s job is to help you find the type of current account that best suits you based 
on your needs and requirements. 

  

 
Imagine you want to spend a day in wellness. You go to a spa that provides you with 
Yumi, a Digital Human Avatar who can understand your verbal and non-verbal lan-
guage in order to interact with you. 

Yumi’s job is to help you find the treatment that suits you best based on your needs 
and requirements.  
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3rd Set of Questions (Expertise Questions) 

  

4th Set of Questions (Disclosure Willingness Questions) 
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Fourth instructions 
 
We’re almost done. I will now ask you some questions about yourself. Please read 
each of the following questions carefully and select the answer that suits you best. 
 
 
5th Set of Questions (Socio-Demographic Questions) 
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appendix f: main study results 
 

A. Factorial Analysis  
 

A.A HED/UT Scale 
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A.B Expertise Scale 
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A.C Disclosure Willingness Scale 
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F.B Reliability Test 
 
B.A HED/UT Scale 
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B.B Expertise Scale 
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B.C Disclosure Willingness Scale 
 

  

C. Sample Structure 
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D. One-way ANOVA 
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E. Two-way ANOVA 
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F. Process Model 4 
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G. Process Model 7 
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